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## Preface

Stepping into your first upper division math course can be a scary thing. Unlike other subjects, the difference between lower and upper division courses in math can be quite overwhelming, the two main culprits being writing proofs and abstract concepts.

In this course we will address these issues head-on. In particular, we will learn how to write proofs and develop good mathematical style and we will give students more familiarity with the mathematical objects appearing in upper-division mathematics.

The first draft of these notes was written by Cailan Li and the first class of students taking MUSA 74, in Spring 2018. They were edited by Aidan Backus, Andrew DeLapo, and Java Villano in preparation for Spring 2019. More recent changes are due to Aidan Backus in preparation for Fall 2019. It would be nice to turn these notes into a textbook some day, but that day is far away.

## Chapter 1

## Introduction

In science, we often discover facts by the scientific method. We make a hypothesis about how the world works, test our hypothesis, and make a conclusion based on the results. If there is sufficient evidence that a hypothesis is true, then we take the hypothesis as the truth, until some evidence comes to contradict the hypothesis.

Mathematics works differently, however. For mathematicians, the only such evidence that exists comes in the form of proofs. Proofs are infinitely more powerful than scientific evidence, as a proper proof can absolutely guarantee that a mathematical statement is true. For example, if you are told that $\sqrt{2}$ is irrational, how do you know this is true? How can you guarantee that no matter which integers $a$ and $b$ are picked, $\left(\frac{a}{b}\right)^{2}$ is never exactly 2 ? The answer is via mathematical proof.

You may have seen some proofs in your previous classes, especially in Math 54 and Math 55. Indeed, upper-division mathematics courses are almost entirely proof-based. In this section, we will see some of the methods of proof available to you as you encounter problems.

### 1.1 Basic proofs

The best way to learn what a proof is is to see some examples. Here's an example from high school algebra.

Example 1.1. If $p(x)=x^{2}+b x+c$ and $r_{1} \neq r_{2}$ are zeroes of $p$, then $r_{1}+r_{2}=-b$ and $r_{1} r_{2}=c$.

Proof. We want to start any proof by writing down the basic definitions and properties. We know that $r_{1}$ and $r_{2}$ are zeroes, so $p\left(r_{1}\right)=p\left(r_{2}\right)=0$. Since $r_{1} \neq r_{2}$, there is a polynomial $f$ such that $p(x)=f(x)\left(x-r_{1}\right)\left(x-r_{2}\right)$, but $p$ is a quadratic so $f$ is a constant, which must be 1 since the coefficient on the $x^{2}$ term is 1 . Therefore $p(x)=\left(x-r_{1}\right)\left(x-r_{2}\right)$. Expanding both sides,

$$
x^{2}+b x+c=x-\left(r_{1}+r_{2}\right) b+r_{1} r_{2} .
$$

So $-r_{1}-r_{2}=b$ and $r_{1} r_{2}=c$.

That proof should convince you beyond a shadow of a doubt that the claim is true, assuming that you know basic facts about quadratics: above all, a proof is an argument, meant to persuade the reader. If it didn't, think about it and figure out where you lost the line of reasoning, and ask around. Often a proof might not make sense when we read it ourselves, but when someone else explains it to us things become clearer.

Example 1.2. Let $n$ be a natural number. Prove that if $n$ is even, then $n^{2}$ is even.
Proof. Again, we start by writing down the definition. If $n$ is even, then there exists another natural number $k$ such that $n=2 k$. Then

$$
\begin{aligned}
n^{2} & =(2 k)^{2} \\
n^{2} & =4 k^{2} \\
n^{2} & =2 \cdot 2 k^{2}
\end{aligned}
$$

We have shown that $n^{2}$ is 2 times a natural number, $2 k^{2}$, and so $n^{2}$ is an even number by definition.

Sometimes in order to prove that a statement is true, it is easier to do so when an extra assumption, let's say $P$, is true. If another proof proves the statement when $P$ is false, then together the two proofs imply that the statement is true.

Example 1.3. There exist irrational numbers $x$ and $y$ such that $x^{y}$ is rational.
Proof. We will prove in a later section (1.4) that $\sqrt{2}$ is irrational. We know $\sqrt{2}^{\sqrt{2}}$ must be either rational or irrational. So, we divide our proof into two cases.

Case 1. Suppose $\sqrt{2}^{\sqrt{2}}$ is rational. Then we have found irrational numbers $x$ and $y$, with $x=y=\sqrt{2}$, such that $x^{y}$ is rational.

Case 2. Suppose $\sqrt{2}^{\sqrt{2}}$ is irrational. Let $x=\sqrt{2}^{\sqrt{2}}$ and $y=\sqrt{2}$. Then

$$
x^{y}=\left(\sqrt{2}^{\sqrt{2}}\right)^{\sqrt{2}}=\sqrt{2}^{\sqrt{2} \cdot \sqrt{2}}=\sqrt{2}^{2}=2
$$

Because $x^{y}=2$ is rational, we have found irrational numbers $x$ and $y$, with $x=\sqrt{2}^{\sqrt{2}}$ and $y=\sqrt{2}$, such that $x^{y}$ is rational. Conclude that since either case 1 or case 2 must hold, and in both cases such $x$ and $y$ exist, the statement must be true.

This proof is non-constructive. Notice that the proof does not tell us the explicit $x$ and $y$ such that the statement holds; rather, the proof only verifies that such $x$ and $y$ exist. (It turns out that $\sqrt{2}^{\sqrt{2}}$ is irrational, as in case 2 , but proving this is non-trivial.) You will encounter plenty of non-constructive proofs in your upper-division math classes.

Let's try a more complicated example, which you might've seen in calculus, and is important in its own right.

Example 1.4 (Euler's formula). For all $x \in \mathbf{R}$,

$$
e^{i x}=\cos x+i \sin x
$$

Proof. At first this might seem a bit hopeless, because it's not clear that exp and the trigonometric functions have anything to do with each other. The first clue to consider is that the derivative $\exp ^{\prime}=\exp$, while $\sin ^{\prime}=\cos$ and $\cos ^{\prime}=-\sin$. So it's very easy to compute the higher derivatives of these functions, which means we can reason using Taylor series. This is as good a place to start as any, so we'll try this and see what happens.

Recall that the Taylor series

$$
e^{x}=\sum_{n=0}^{\infty} \frac{\exp ^{(n)}(0)}{n!} x^{n}=\sum_{n=0}^{\infty} \frac{e^{0}}{n!} x^{n}=\sum_{n=0}^{\infty} \frac{x^{n}}{n!}
$$

Moreover,

$$
\cos x=1-\frac{x^{2}}{2!}+\frac{x^{4}}{4!}-\frac{x^{6}}{6!}+\ldots
$$

and

$$
\sin x=x-\frac{x^{3}}{3!}+\frac{x^{5}}{5!}-\frac{x^{7}}{7!}-\ldots
$$

Plugging in $i x$ and using the definition of $i$, namely $i^{2}=-1$ we have

$$
\begin{aligned}
e^{i x} & =1+i x+\frac{(i x)^{2}}{2!}+\frac{(i x)^{3}}{3!}+\frac{(i x)^{4}}{4!}+\ldots \\
& =1+i x+\frac{-x^{2}}{2!}-i \frac{x^{3}}{3!}+\frac{x^{4}}{4!}+\ldots \\
& =\left(1-\frac{x^{2}}{2!}+\frac{x^{4}}{4!}-\ldots\right)+i\left(x-\frac{x^{3}}{3!}+\frac{x^{5}}{5!}-\ldots\right) \\
& =\cos x+i \sin x
\end{aligned}
$$

So $e^{i x}=\cos x+i \sin x$.
It can be helpful to break up a big proof into lots of smaller parts, called lemmata, and work on each one separately.

Notice that in all of the above proofs, we needed to use every assumption we made. If you finished a proof and didn't use some assumption that the theorem made, then something went wrong, and either:

1. You assumed too much. In this case, the statement of the theorem you were trying to prove should be rephrased without the unnecessary assumptions.
2. You used the assumption tacitly in part of the proof, without realizing it. In this case, realize where you used the assumption, and note it explicitly.
3. You made an error elsewhere in the proof. In this case, fix your proof!

Example 1.5 (for Math 54 students only). If $T: V \rightarrow W$ is a linear transformation between vector spaces $V$ and $W$, then the kernel $\operatorname{ker}(T)$ of the transformation is a vector subspace of $V$.

Proof. Recall the definition of the kernel of a linear transformation:

$$
\operatorname{ker}(T)=\left\{v \in V: T(v)=0_{W}\right\}
$$

where $0_{W}$ is the zero vector of $W$. Also, recall the definition of subspace of a vector space. A set $S$ is a subspace of $V$ if $S$ is a subset of $V$ that is closed under vector addition and scalar multiplication. Therefore, we must check that $\operatorname{ker}(T)$ fulfills all three of the necessary conditions to be a subspace of $V$. First, it is clear that $\operatorname{ker}(T)$ is a subset of $V$. Now, we check that $\operatorname{ker}(T)$ is closed under addition.

To check closure under addition, we must show that given any two arbitrary vectors in $\operatorname{ker}(T)$, their sum is also in $\operatorname{ker}(T)$. Let $x, y \in \operatorname{ker}(T)$. We consider $x+y$. Since $T$ is a linear transformation,

$$
T(x+y)=T(x)+T(y)
$$

Now, we use our assumption that $x$ and $y$ were in $\operatorname{ker}(T)$. This means we know $T(x)=0_{W}$ and $T(y)=0_{W}$.

$$
T(x+y)=0_{W}+0_{W}
$$

Then, by definition of the zero vector,

$$
T(x+y)=0_{W}
$$

By definition of $\operatorname{ker}(T)$, it follows that $x+y \in \operatorname{ker}(T)$. We can deduce that $\operatorname{ker}(T)$ is closed under addition.

The remaining step is to check that $\operatorname{ker}(T)$ is closed under scalar multiplication.
This completes the proof.

### 1.1.1 Exercises

Discussion topic 1.6 (triangle inequality). Show that for every triple of real numbers $x, y, z$,

$$
|x-z| \leq|x-y|+|y-z| .
$$

If you are brave, prove this for vectors as well.
Discussion topic 1.7 (Pythagorean theorem). Show that if a right triangle has leg lengths $a$ and $b$ and hypotenuse length $c$, then $a^{2}+b^{2}=c^{2}$. (Hint: Let $A B C$ be a right triangle with right angle at $C$. Let the leg opposite $A$ be $a$ and the leg opposite $B$ be $b$. Draw a line segment $\ell$ from the hypotenuse $c$ to $C$. Let $H$ be the point where $c$ touches $\ell$, and show that

$$
\frac{a}{c}=\frac{B H}{a}
$$

and a similar result for $A H$ using similar triangles.)

Discussion topic 1.8. Prove that if $n$ is an integer, then $3 n^{2}+n+10$ is odd.
Discussion topic 1.9. Prove that:

1. If $x$ is even and $y$ is odd then $x+y$ is odd.
2. If $x$ and $y$ are both even then $x+y$ is even.
3. If $x$ and $y$ are both odd then $x+y$ is even.

Discussion topic 1.10 (Euclid's lemma). Show that if $p$ is prime and $p \mid a b$ (i.e. $p$ is divisible by $a b$ ) then $p \mid a$ or $p \mid b$.
Homework 1.11. Show that if $a \mid x$ (that is, $x$ is divisible by $a$ ) and $b \mid y$ then $a b \mid x y$.
Here's a problem for students of Math 54.
Homework 1.12. Verify that, in fact, $\operatorname{ker}(T)$ is closed under scalar multiplication.

### 1.2 Sets

Before we go on to learn more about proofs, we should discuss the language of mathematics. Mathematicians often talk about "the set of all $x$ ". A set is just a collection of objects, which we call elements.

Given a set $X$, we write $x \in X$ to mean that $x$ is an element of $X$. We say that two sets $X$ and $Y$ are equal, and write $X=Y$, if and only if the elements of $X$ are exactly the same as the elements of $Y$.

If there are finitely many elements in a set, we can just list them using commas, and begin and end the list using curly brackets. For example, $\{1,2,3\}$ is a set. Its elements are the numbers 1,2 , and 3 .

But this might be tedious, and is hard if the set is infinite. For this, we use a special notation. If $P(x)$ is some property that elements $x$ might have, then by

$$
\{x: P(x)\}
$$

we mean the set of all $x$ such that $P(x)$ is true. In other words, $y \in\{x: P(x)\}$ if and only if $P(y)$ is true. For example,

$$
\{n: n \text { is an even integer }\}
$$

is a set, whose elements are $0,2,-2,4,-4$, and so on.
Definition 1.13. If $X$ and $Y$ are sets, and $Y$ has the property that if $y \in Y$, then $y \in X$ as well, then we say that $Y$ is a subset of $X$, and write

$$
Y \subseteq X
$$

If also $Y \neq X$, we write

$$
Y \subset X
$$

and say that $Y$ is a proper subset of $X$.
(Note that some books will use $Y \subset X$ just to mean that $Y$ is a subset, not necessarily proper, of $X!$ )

For example, Barack Obama (let's call him $O$ ) is an element of the set $P$ of all presidents of the United States (that is, $O \in P$ ). We could write

$$
P=\{\text { Donald Trump, Barack Obama, George W. Bush, ... }\}
$$

If $Q$ denotes the set of all world leaders, then $P \subset Q$. So, in particular, $O \in Q$. Is $P \in Q$ ? No, because the set of all presidents is not a world leader.

Note carefully that $X=\{1,1,1,1\}$ is the same set as $Y=\{1\}$. After all, $1 \in X$, and 1 is the only number with this property. So sets don't recognize multiple "copies" of their elements.

Let's define some more sets.
Definition 1.14. Let $X$ and $Y$ be sets, and let $\mathcal{F}$ be a "family" of sets: a set whose elements are sets. Then:

1. The empty set, written $\emptyset$, is the set with no elements whatsoever,

$$
\emptyset=\{ \} .
$$

2. The power set of $X$, written $\mathcal{P}(X)$ or $2^{X}$, is the set of all subsets of $X$,

$$
\mathcal{P}(X)=\{Y: Y \text { is a set and } Y \subseteq X\} .
$$

3. The union of $X$ and $Y$, written $X \cup Y$, is the set consisting of elements in $X$ or $Y$,

$$
X \cup Y=\{z: z \in X \text { or } z \in Y\}
$$

4. The intersection of $X$ and $Y$, written $X \cap Y$, is the set consisting of elements in $X$ and $Y$,

$$
X \cap Y=\{z: z \in X \text { and } z \in Y\}
$$

5. The union of all the sets in $\mathcal{F}$, written $\bigcup \mathcal{F}$, is

$$
\bigcup \mathcal{F}=\{z: \text { There is a set } Z \in \mathcal{F} \text { such that } z \in \mathcal{F}\} .
$$

6. The intersection of all the sets in $\mathcal{F}$, written $\bigcap \mathcal{F}$, is

$$
\bigcap \mathcal{F}=\{z: \text { If } Z \in \mathcal{F} \text { then } z \in Z\} .
$$

7. The product of $X$ and $Y$, written $X \times Y$, is the set of all pairs,

$$
X \times Y=\{(x, y): x \in X \text { and } y \in Y\}
$$

For example, the intersection of the set $P$ of presidents of the United States and the set $R$ of royalty of the United Kingdom, $P \cap R=\emptyset$. These definitions will be used every day in your math classes, and should be committed to memory.

Let's define some special sets, written in bold to emphasize their importance.
Definition 1.15. The following sets will be used throughout your mathematical career:

1. $\mathbf{N}$ is the set of all natural numbers, $\mathbf{N}=\{1,2, \ldots\}$.
2. $\mathbf{Z}$ is the set of all integers, $\mathbf{Z}=\mathbf{N} \cup\{0,-1,-2, \ldots\}$.
3. $\mathbf{Q}$ is the set of all rational numbers.
4. $\mathbf{R}$ is the set of all real numbers.
5. $\mathbf{C}$ is the set of all complex numbers.

Notice that

$$
\mathbf{N} \subset \mathbf{Z} \subset \mathbf{Q} \subset \mathbf{R} \subset \mathbf{C}
$$

Also note that some mathematicians take $0 \in \mathbf{N}$. If it matters whether $0 \in \mathbf{N}$, we'll try to indicate whether it's true or not.

### 1.2.1 Exercises

Discussion topic 1.16. Let $X, Y$, and $Z$ be sets. Show that:

1. $X \subseteq X$.
2. If $X \subseteq Y$ and $Y \subseteq X$ then $X=Y$.
3. If $X \subseteq Y$ and $Y \subseteq Z$ then $X \subseteq Z$.

Any "binary relation" (symbol you can write between a pair of elements of a set) that has these properties is called a partial ordering. So you have just proved that for any set $X, \subseteq$ is a partial ordering of $\mathcal{P}(X)$. (One also says that $\mathcal{P}(X)$ is a poset, for "partially ordered set.")

Discussion topic 1.17 (de Morgan's laws). Suppose that $A, B, C$ are subsets of $X$. Write $A^{c}$ for the complement of $A$ in $X$,

$$
A^{c}=\{x \in X: x \notin A\} .
$$

Show that:

1. $\left(A^{c}\right)^{c}=A$.
2. $(A \cap B)^{c}=A^{c} \cup B^{c}$.
3. $(A \cup B)^{c}=A^{c} \cap B^{c}$.

Discussion topic 1.18. Suppose $A, B, C$ are subsets of $X$. Write $A \Delta B$ for the symmetric difference of $A$ and $B$ in $X$,

$$
A \Delta B=(A \backslash B) \cup(B \backslash A)
$$

Show that:

1. $x \in X$ has $x \in A \Delta B$ iff $x \in A$ or $x \in B$ but not both.
2. $(A \Delta B) \Delta(B \Delta C)=A \Delta C$.
3. $A \cap(B \Delta C)=(A \cap B) \Delta(A \cap C)$.

If you've taken some computer science classes, you might think about this in terms of logic gates. In fact, the ordered triple $(\mathcal{P}(X), \Delta, \cap)$ is often called the Boolean ring of $X$.
Discussion topic 1.19. Show that if $X, Y, Z$ are sets, then:

1. $X \cap(Y \cup Z)=(X \cap Y) \cup(X \cap Z)$.
2. $X \cup(Y \cap Z)=(X \cup Y) \cap(X \cup Z)$.

Discussion topic 1.20. Find subsets $e$ of $X$ such that for every $A \subseteq X$ :

1. $e \cup A=A$.
2. $e \cap A=A$.
3. $A \backslash e=A$.

Show that there is not a set $e$ such that $\mathcal{P}(e)=e$. (This last one might take some ideas from later sections but it's not too hard to work out.)
Homework 1.21. Let $X$ be a set. Show that $\bigcup \mathcal{P}(X)=X$ and $\bigcap \mathcal{P}(X)=\emptyset$.

### 1.3 Functions, cardinality, and infinity

One of the main purposes of the notion of set is to allow us to define what a function is.
Definition 1.22. Let $X$ and $Y$ be sets.

1. A function, mapping, morphism, or transformation $f: X \rightarrow Y$ is a rule by which each element of $X$ is assigned exactly one element of $Y$. If $f$ sends $x \in X$ to $y \in Y$, we write $f(x)=y$, or $x \mapsto y$.
2. $X$ is called the domain of $f$, and $Y$ is called the codomain of $f$.
3. The set

$$
f(X)=\{y \in Y: \text { There is a } x \in X \text { such that } f(x)=y\}
$$

is called the image of $f$.
4. If $g: Y \rightarrow Z$ is also a function, then the function $g \circ f: X \rightarrow Z$ is defined by

$$
(g \circ f)(x)=g(f(x))
$$

For example, we can define a function $f: \mathbf{N} \rightarrow \mathbf{N}$ by requiring that $f(n)=n^{2}$. Then the imgae of $f$ is the set of all square numbers, $f(\mathbf{N})=\{1,4,9,16, \ldots\}$. We could also define a function $g: \mathbf{R} \rightarrow \mathbf{C}$ by requiring that $g(x)=\sqrt{x}$.

But a function $X \rightarrow Y$ assigns exactly one element of $Y$ to each element of $X$. So the rule which sends $x \in \mathbf{R}$ to the $y \in \mathbf{R}$ such that $(x, y)$ lies on the unit circle is not a function, since if $y \neq 0,(x,-y)$ also lies on the unit circle.

Definition 1.23. Let $f: X \rightarrow Y$ be a function. Then:

1. We say $f$ is injective, or maps one to one, if, whenever $f\left(x_{1}\right)=f\left(x_{2}\right)$, we already know $x_{1}=x_{2}$.
2. We say $f$ is surjective, or maps onto $Y$, if its image $f(X)=Y$.
3. If $f$ is both injective and surjective, we say that $f$ is a bijection, or correspondence.
4. If $f$ is a bijection, we say that $X$ and $Y$ have the same cardinality.

Injective functions are "efficient". They don't send two points to the same point. Surjective functions are "effective". They hit every point. Bijective functions are "efficient and effective".

Proposition 1.24 (first isomorphism theorem of sets). For every function $f: X \rightarrow Y$, there are sets $X_{0} \subseteq X$ and $Y_{0} \subseteq Y$ and functions $\pi: X \rightarrow X_{0}, \tilde{f}: X_{0} \rightarrow Y_{0}$, and $\iota: Y_{0} \rightarrow Y$ such that $\pi$ is surjective, $\tilde{f}$ is bijective, and $\iota$ is surjective, and such that

$$
f=\iota \circ \tilde{f} \circ \pi .
$$

In the context of set theory, "isomorphism" is just a synonym for bijection. (In other branches of math, such as linear algebra, an isomorphism is a special type of bijection!) There are other isomorphism theorems that prove that certain functions are bijections. We often express the conclusion of the first isomorphism theorem by saying that "the diagram

commutes"; i.e. if you were to start with an $x \in X$ and apply the functions ("arrows") to $x$ in the order that they appear, you'd end up with the same result no matter whether you took the path $f$ or the path $\pi, \tilde{f}, \iota$.

For those of you who have taken computer science courses, this proof can be thought of as an algorithm to compute the set $X_{0}$ from $f$ and $X$. We start with $X$, and step by step construct $X_{0}$. (Of course, if $X$ is an infinite set, this might take an infinite amount of
time, but if $X$ is finite and $f$ is "not too complicated," then it's reasonable to think that you could design a computer program that carried out this process.) Most of the work goes into defining $X_{0} ; \tilde{f}$ is easy to define, and the rest is just book-keeping.

This is a good strategy for writing proofs in general, and a theme we'll see again and again: to show that something exists, try giving a step-by-step process for computing it, and then prove that your process works at the end.

Proof. Start with $X_{0}=X$, and go through its elements one by one. If at any point we find a $x_{1} \in X_{0}$ and a $x_{2} \in X_{0}$ such that $x_{2} \neq x_{1}$ and $f\left(x_{1}\right)=f\left(x_{2}\right)$, remove $x_{2}$ from $X_{0}$. We repeat this process until we have exhausted all elements of $X$. This defines $X_{0}$.

Let $\tilde{f}$ denote the restriction of $f$ to $X_{0}$; that is, $\tilde{f}$ is the function $X_{0} \rightarrow Y$ such that $\tilde{f}(x)=f(x)$ for all $x \in X_{0}$. If $\tilde{f}\left(x_{1}\right)=\tilde{f}\left(x_{2}\right)$, then $x_{1}=x_{2}$ (or else $x_{2}$ was removed from $X_{0}$, so $\tilde{f}\left(x_{2}\right)$ is not defined), so $\tilde{f}$ is injective.

We define $\pi: X \rightarrow X_{0}$ to be function which sends $x_{1} \in X$ to the $x_{2} \in X_{0}$ such that $f\left(x_{1}\right)=\tilde{f}\left(x_{2}\right)$. Since $\tilde{f}$ is injective, $\pi$ is actually a function. If $x \in X_{0}$, then $x \in X$ and $\pi(x)=x$. So $\pi$ is surjective.

We now define $Y_{0}=\tilde{f}\left(X_{0}\right)$. Then if we think of $\tilde{f}$ as a function $X_{0} \rightarrow Y_{0}, \tilde{f}$ is surjective. Therefore $\tilde{f}$ is a bijection. Moreover, we let $\iota(y)=y$, so $\iota$ is defined on all of $Y_{0}$. If $\iota\left(y_{1}\right)=\iota\left(y_{2}\right)$ then $y_{1}=y_{2}$ by definition of $\iota$, so $\iota$ is injective.

Finally, notice that since $\iota$ is just the identity on $Y_{0}$,

$$
\iota \circ \tilde{f} \circ \pi=\tilde{f} \circ \pi .
$$

By definition of $\pi, \tilde{f} \circ \pi=f$. Therefore

$$
f=\iota \circ \tilde{f} \circ \pi
$$

as promised.
Proposition 1.25. Let $n \in \mathbf{N}$, let $X$ be a set, and let $Z_{n}=\{1,2, \ldots, n\}$. Then $X$ has exactly $n$ elements if and only if $Z_{n}$ and $X$ have the same cardinality.

Proof. First, if $X$ has $n$ elements, then we can define a function $f: Z_{n} \rightarrow X$ as follows. Choose an arbitrary element $x_{1} \in X$ and let $f(1)=x_{1}$. Then choose an arbitrary element $x_{2} \in X$ such that $x_{2} \neq x_{1}$ and let $f(2)=x_{2}$. Then choose an arbitrary element $x_{3} \in X$ such that $x_{3} \neq x_{2}$ and $x_{3} \neq x_{1}$ and let $f(3)=x_{3}$. Repeat this process until we have defined $f(n)$ for every $n$. Since we chose a different element of $X$ for each $n$, $f$ is injective. Moreover, $f$ is surjective, since there were only $n$ elements of $X$ to work with and we used all of them. So $Z_{n}$ and $X$ have the same cardinality.

On the other hand, if $Z_{n}$ and $X$ have the same cardinality, there is a bijection $f: Z_{n} \rightarrow X$. So the first element of $X$ is $f(1)$, the second element of $X$ is $f(2)$, and so on. Repeating, we count every single element of $X$ in $n$ steps since $f$ is surjective and we don't double-count since $f$ is injective. Therefore $X$ has $n$ elements.

Definition 1.26. If $X$ has $n$ elements for some $n \in \mathbf{N}$ then we say that $X$ is finite, and write $|X|=n$. Otherwise, we say that $X$ is infinite.

Proposition 1.27. Suppose that $X$ and $Y$ have the same cardinality and are finite, and $f: X \rightarrow Y$ is a function. Then the following are equivalent (i.e., if one of the following are true, then all of them automatically are):

1. $f$ is injective.
2. $f$ is surjective.
3. $f$ is bijective.

Proof. To prove that multiple properties are equivalent, we must show that if 1 is true, then 2 is true; that if 2 is true, then 3 is true; and that if 3 is true, then 1 is true. So the proof naturally breaks down into three parts:

1. Suppose that $f$ is injective. We need to show that $f$ is surjective, but $f$ maps $X$ onto its image $f(X)$, so $X$ and $f(X)$ have the same cardinality. Therefore if $X$ has $n$ elements, so does $f(X)$. But we know that $Y$ also has the same cardinality as the $X$, so $Y$ has $n$ elements. Therefore the complement $f(X)^{c}$ in $Y, f(X)^{c}=\{y \in Y: y \notin f(X)\}$, has $n-n$ elements, hence $f(X)^{c}=\emptyset$. Therefore $f(X)=Y$, so $f$ is surjective.
2. Suppose that $f$ is surjective. We need to show that $f$ is bijective, and to do this we just need to find an inverse of $f$. Let $y \in Y$. Since $f$ is surjective there is an $x \in X$ such that $f(x)=y$. Choose any such $x$; then $g$ is injective by definition. So $g$ is surjective, and hence a bijection, by the above argument (since $X$ and $Y$ have the same cardinality). Since $g=f^{-1}$ it follows that $f$ is a bijection.
3. By definition, if $f$ is bijective, then $f$ is injective.

Let's wrap up with a definition that we'll use in the next section.
Definition 1.28. Let $X$ be a set. If there is a surjective function $f: \mathbf{N} \rightarrow X$, then we say that $X$ is countable. Otherwise, we say that $X$ is uncountable.

It's not obvious that there are any uncountable sets at all, and we'll need a powerful proof technique known as diagonalization to show that they exist. We'll have to come back to that later, though. For now, let's show that there are at least interesting examples of infinite, countable sets.

Proposition 1.29. Q is countable.
Once again, we will use the process of "proof by program": we need to show that a surjective function $\mathbf{N} \rightarrow \mathbf{Q}$ exists, so we write down a step-by-step process for constructing one.

Proof. Let us consider an infinite grid extending forever in both directions, where the horizontal part is indexed by the integers and the vertical part is indexed by the positive integers. So the first few entries of the grid look something like this:

| $(-3,1)$ | $(-2,1)$ | $(-1,1)$ | $(0,1)$ | $(1,1)$ | $(2,1)$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $(-3,2)$ | $(-2,2)$ | $(-1,2)$ | $(0,2)$ | $(1,2)$ | $(2,2)$ |
| $(-3,3)$ | $(-2,3)$ | $(-1,3)$ | $(0,3)$ | $(1,3)$ | $(2,3)$ |

Let's now replace the grid with fractions, with the first coordinate corresponding to the numerator and the second coordinate corresponding to the denominator. Reducing the fractions, this grid looks like

| -3 | -2 | -1 | 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $-3 / 2$ | -1 | $-1 / 2$ | 0 | $1 / 2$ | 1 | $3 / 2$ |
| -1 | $-2 / 3$ | $-1 / 3$ | 0 | $1 / 3$ | $2 / 3$ | 1 |

This grid contains every rational number, since if $a / b$ is a fraction and $b>0$, then $a / b$ can be found at the coordinate $(a, b)$ (and if $b<0$, then it can be found at $(-a,-b)$. We leave it as an exercise to consider the case $b=0$ ). Some are counted twice, but that's fine; the cardinality of $\mathbf{Q}$ will be bounded above by the cardinality of the grid, so we just have to show that the grid is countable.

Now draw a snake starting at $(0,1)$, going up to $(1,1)$, down to $(1,2)$ and then left through $(0,2)$ to $(-1,2)$ and then up to $(-1,1)$. Go left again to $(-2,1)$, down through $(-2,2)$ to $(-2,3)$, and then right all the way to $(2,3)$, and up to $(2,1)$. Go to the right to $(3,1)$ and repeat this snaking process forever, which will cover the whole grid eventually. This gives an enumeration

$$
\{0,1,1 / 2,0,-1 / 2,-1,-2,-1,-2 / 3,-1 / 3,0,1 / 3,2 / 3,1,2,3, \ldots\} .
$$

of $\mathbf{Q}$.

### 1.3.1 Exercises

Discussion topic 1.30. Let us write $X \sim Y$ to mean that $X$ and $Y$ have the same cardinality. Prove that, for any sets $X, Y$, and $Z$ :

1. $X \sim X$.
2. If $X \sim Y$, then $Y \sim X$.
3. If $X \sim Y$ and $Y \sim Z$, then $X \sim Z$.

Any binary relation with these three properties is called an equivalence relation. So you have just proven that $\sim$ is an equivalence relation. Much later on, compare this to Exercise 2.45. Discussion topic 1.31 (inclusion-exclusion principle). Let $X$ and $Y$ be finite sets. Show that

$$
|X \cup Y|=|X|+|Y|+|X \cap Y| .
$$

Discussion topic 1.32. Let $f: X \rightarrow Y$ and $g: Y \rightarrow Z$ be functions. Show that:

1. If $f$ and $g$ are injective, then $g \circ f$ is injective.
2. If $f$ and $g$ are surjective, then $g \circ f$ is surjective.
3. If $f$ and $g$ are bijective, then $g \circ f$ is bijective.

Discussion topic 1.33 (Hilbert's grand hotel). The result of Proposition 1.27 is not true in infinite sets. To see why, answer the following riddle, and prove that your proposed solution is actually possible.

Suppose that after mathematicians die, they go to a grand hotel in the heavens with infinitely many rooms. Suppose that every room in the hotel is taken, but that a new mathematician has just arrived at the front door. The usher at the front desk tells her, "Just wait a minute, I need to move some people around." Five minutes later, the usher returns, and though no mathematician has vacated the hotel, there is a room for the new guest! What happened?

Prove that the above phenomenon is possible in any infinite set. In other words, the conclusion of Proposition 1.27 for functions $X \rightarrow X$ holds if and only if $X$ is finite. (This was Dedekind's definition of infinity.)
Discussion topic 1.34. Prove the following basic facts about countability:

1. If $X$ is finite, then $X$ is countable.
2. If $X$ is countable and $Y \subseteq X$, then $Y$ is countable.
3. If $X$ is countable, then $X \times X$ is countable.
4. If $X$ is countable and infinite, then $X$ has the same cardinality as $\mathbf{N}$.
5. If $X$ is uncountable, then $X$ is infinite.

Homework 1.35 (Don't deal with the Devil!). Suppose that you have infinitely many $\$ 1$-bills, labeled 1, 3, 5 , and so on. A rather hellish merchant makes you an offer: he will give you $\$ 2$ for each of your $\$ 1$ bills, as follows:

1. After 30 minutes, he will take the bill labeled 1 and give you $\$ 2$ in bills labeled 2 and 4.
2. After 15 more minutes, he will again take $\$ 1$, namely the bill labeled 2 , and give you another $\$ 2$, in bills labeled 6 and 8 .
3. After another 7.5 minutes, he will take the bill labeled 3 and give you bills labeled 10 and 12 .
4. After another 3.75 minutes, he will take the bill labeled 4 and give you bills labeled 14 and 16.
5. And so on, until 60 minutes have passed. (Recall that $30+15+7.5+3.75+1.825+\cdots=$ 60.)

Would you take this offer?
Homework 1.36. Let $f: X \rightarrow Y$ be any function. Let $A, B \subseteq X$. Show that $f(A \cap B) \subseteq$ $f(A) \cap f(B)$ and $f(A \cup B)=f(A) \cup f(B)$.

Why didn't I ask you to prove that $f(A \cap B)=f(A) \cap f(B)$ ?
Homework 1.37. Let $X$ be a set, and let $B(X)$ denote the set of functions $X \rightarrow\{0,1\}$. Show that $B(X)$ has the same cardinality as $\mathcal{P}(X)$.

Why is $\mathcal{P}(X)$ often called $2^{X}$ ?
Homework 1.38. For those who have taken Math 54, show that there is a "first isomorphism theorem of vector spaces". That is, if $V$ and $W$ are (say, finite-dimensional) vector spaces and $T: V \rightarrow W$ is a linear transformation, there are subspaces (not just subsets!) $V_{0} \subseteq V$ and $W_{0} \subseteq W$, and linear transformations (not just functions!) $\pi: V \rightarrow V_{0}, \iota: W_{0} \rightarrow W$, and $\tilde{T}: V_{0} \rightarrow W_{0}$ such that $\pi$ is surjective, $\iota$ is injective, and $\tilde{T}$ is invertible, and such that the diagram

commutes; in other words,

$$
T=\iota \circ \tilde{T} \circ \pi
$$

Moreover, prove that $\operatorname{dim} V_{0}+\operatorname{dim} \operatorname{ker} T=\operatorname{dim} V$ and $\operatorname{dim} W_{0}=\operatorname{rank} T$. To accomplish this, you'll probably want to use rank theorem and the invertible matrix theorem.

### 1.4 Proof by contradiction

Proofs by contradiction follow this outline: if the statement were false, then we can prove contradictory facts from its falsehood, so the statement must be true. Perhaps the most classic example of proof by contradiction is the proof that $\sqrt{2}$ is irrational.

Example 1.39. $\sqrt{2}$ is irrational.
Proof. Suppose $\sqrt{2}$ is rational. We will prove contradictory facts from this assumption. If $\sqrt{2}$ is rational, then there exist non-zero integers $a$ and $b$ such that

$$
\sqrt{2}=\frac{a}{b}
$$

Furthermore, we may assert that such $a$ and $b$ exist where they are coprime to each other (they share no common factors besides 1) so that the fraction $\frac{a}{b}$ is in its simplest form. Square each side of the equation to get

$$
2=\frac{a^{2}}{b^{2}}
$$

It follows that

$$
2 b^{2}=a^{2}
$$

so $a^{2}$ is even and therefore $a$ is even. Let $a=2 c$, for some integer $c$. We now have

$$
\begin{aligned}
2 b^{2} & =(2 c)^{2} \\
2 b^{2} & =4 c^{2} \\
b^{2} & =2 c^{2}
\end{aligned}
$$

Then $b^{2}$ is even and therefore $b$ is even. We have shown that both $a$ and $b$ are even, which means they share 2 as a common factor. From our assumption that $\sqrt{2}$ is rational, we managed to show that its fractional representation $\frac{a}{b}$ both exists in reduced form and does not exist in reduced form. This is a contradiction. It must be the case, then, that $\sqrt{2}$ is irrational.

Let's now give an especially powerful contradiction trick, invented in 1891 by Georg Cantor. The trick, called the diagonal argument, shows that certain sets are uncountable.

Theorem 1.40 (Cantor's diagonal argument). The set of real numbers is uncountable.
Proof. It is sufficient to show that the interval $(0,1)$ in $\mathbf{R}$ is uncountable. Suppose the interval $(0,1)$ is countable. Then we can enumerate the reals in $(0,1)$ in a numbered list.

$$
\begin{aligned}
x_{1} & =0.012345 \ldots \\
x_{2} & =0.141592 \ldots \\
x_{3} & =0.101010 \ldots \\
x_{4} & =0.500000 \ldots \\
x_{5} & =0.102003 \ldots \\
x_{6} & =0.051598 \ldots
\end{aligned}
$$

We will construct another real number $x \in(0,1)$ that is not on this list. The $i$-th digit (after the decimal place) of $x$ will be 1 if the $i$-th digit of $x_{i}$ is 0 . Otherwise, the $i$-th digit of $x$ will be 0 . Thus in our example,

$$
x=0.100110 \ldots
$$

For all $i$, the $i$-th decimal place of $x$ differs from the $i$-th decimal place of $x_{i}$, so it cannot be that $x$ is in the list. This contradicts our assumption that $(0,1)$ could be enumerated. Conclude that the reals are uncountable.

Between 1890 and 1920, there was a flurry of interest in the properties of sets due to Cantor's discovery. Many mathematicians thought that if $P$ was any property whatsoever, they could define

$$
\{x: P(x)\}
$$

without any trouble. Unfortunately, Bertrand Russell and Ernst Zermelo showed that this was nonsense.

Theorem 1.41 (Russell's paradox). There does not exist a set $R$ such that

$$
R=\{X: X \text { is a set, and } X \notin X\} .
$$

Our strategy is a very common one in proofs by contradiction: to marry it with a proof by cases. To prove that some object $x$ doesn't exist, show that either $x$ has property $P_{1}$ or $x$ has property $P_{2}$. Then use that $x$ has property $P_{1}$ to derive a contradiction, but also use that $x$ has property $P_{2}$ to derive a contradiction.

Proof. Assume that $R$ exists. Then either $R \in R$ or $R \notin R$, so let's do a proof by cases.

1. If $R \in R$, then it is not true that $R \notin R$, so $R \notin R$, by definition of $R$. Therefore $R \notin R$, which is a contradiction.
2. Otherwise, $R \notin R$. So since $R$ is a set, $R \in R$ by definition of $R$. So this is also a contradiction.

Therefore contradiction is unavoidable, and $R$ does not exist.
To avoid this paradox, we usually will assume that sets do not contain themselves. Let's write that down once and for all:

Axiom 1.42 (foundation). For every set $X, X \notin X$.
The axiom of foundation "solves" Russell's paradox by demanding that Russell's set $R$ does not exist. From now on, you may use the axiom of foundation in your proofs about sets - but you will rarely need it.

Here's a famous application of proof by contradiction to computer science.
Example 1.43 (The undecidability of the halting problem). It is impossible to design a computer program that can determine whether any computer program will finish running.

Once again, we will use the trick of contradiction and cases.
Proof. Suppose that such a program $P$ exists: given any program $Q, P$ will say "halts" if $Q$ will eventually stop running, but "doesn't halt" otherwise.

Now consider a program $R$ which obeys the following rules:

1. First, $R$ runs $P$ on itself.
2. If $P$ says "halts", $R$ keeps running forever.
3. Otherwise, if $P$ says "doesn't halt", then $R$ stops running.

If you know a programming language such as Python, you can easily write code for $R$, so $R$ definitely exists.

Either $P$ says "halts" when applied to $R$, or not, so again we do a proof by cases, similar to in the proof of Russell's paradox:

1. If $P$ says "halts," then $R$ does not halt. So $P$ actually must say "doesn't halt," which is a contradiction.
2. If $P$ says "doesn't halt," then $R$ halts, so $P$ actually must say "halts."

Either way, we cannot avoid a contradiction.

### 1.4.1 Exercises

Discussion topic 1.44 (pigeonhole principle). Suppose that $n>m$ are natural numbers, and that we have put $n$ elements in $m$ disjoint sets (i.e., if two of the sets are $X$ and $Y$, and $X \neq Y$, then $X \cap Y=\emptyset)$. Prove that at least one of the sets has at least two elements. (That is, if $n$ pigeons came to roost in $m$ nests ["pigeonholes"], then one of the nests must contain at least one pigeon.)
Discussion topic 1.45 (Cantor's paradox). Prove that if $X$ is a set, then there is an injective function $X \rightarrow \mathcal{P}(X)$, but not an injective function $\mathcal{P}(X) \rightarrow X$. (Because of this, we say that $\mathcal{P}(X)$ has a higher cardinality, or simply that $\mathcal{P}(X)$ is bigger, than $X$, and write $|\mathcal{P}(X)|>|X|$.$) Why does this imply that there are infinitely many infinite cardinalities?$
Discussion topic 1.46 (Euclid's theorem on primes). Prove that there are infinitely many prime numbers. (Hint: If there are only $n$ prime numbers $p_{1}, \ldots, p_{n}$, prove that $p_{1} \ldots p_{n}+1$ is composite.)
Discussion topic 1.47. Let $a, b, c$ be odd integers. Show that the quadratic equation $a x^{2}+$ $b x+c=0$ has no solutions in $\mathbf{Q}$, without appealing to the quadratic formula.
Discussion topic 1.48. Prove that if $k \in \mathbf{N}$ is not a perfect square, then $\sqrt{k}$ is irrational. If you are brave, do the same for if $k$ is not a $p$ th power, for $p$ some prime number. (This proof technique is called proof by infinite descent. Do you see why?)
Homework 1.49. Show that there does not exist a "universe": a set $U$ defined by

$$
U=\{X: X \text { is a set }\} .
$$

Homework 1.50. Let $n$ be a perfect cube (i.e. a number $n \in \mathbf{N}$ such that there exists $m \in \mathbf{N}$ with $m^{3}=n$.) Show that:

1. If $n$ is even, then $n$ is divisible by 8 .
2. If $n$ is odd, then $n$ is not divisible by $64=8^{3}$.

Homework 1.51. Let $n \in \mathbf{N}$. Show that for every $p \in \mathbf{N}$ there exist $k, \ell \in \mathbf{N}$ such that $n^{k}-n^{\ell}$ is not divisible by $p$.
Homework 1.52. Let $A \subset \mathbf{N}$ be a set of $n \in \mathbf{N}$ numbers. Show that two of them have the same remainder when divided by $p$, as long as $p<n$.

### 1.5 Mathematical induction

In science, inductive reasoning is the act of using empirical evidence about the world we live in to come to some sort of conclusion. For example, the following is a valid inductive argument:

1. The sun rose in the east every day of my life so far.
2. Therefore, the sun will rise in the east tomorrow.

However, the above reasoning is not valid in mathematics! For example, consider the following reasoning:
"Theorem" 1.53. For any $k \in \mathbf{N}$, the number $2^{2^{k}}+1$ is prime.
Bad proof. The numbers $2^{2^{0}}+1=3,2^{2^{1}}+1=5,2^{2^{2}}+1=17,2^{2^{3}}+1=257$, and $2^{2^{4}}+1$ are all prime, so by inductive reasoning every number of the form $2^{2^{k}}+1$ is prime.

But $2^{2^{5}}+1$ is not prime; it factors as $641 \cdot 6700417$. So, inductive reasoning is invalid in mathematics.

But we have something even more powerful.
Theorem 1.54 (principle of induction). Let $P(n)$ be a statement indexed by $n \in \mathbf{N}$, the set of all natural numbers.

To show $P(n)$ is true for all $n$, it suffices to show that

1. (Zero stage) $P(1)$ is true.
2. (Successor stages) Assume $P(k)$ is true, then show $P(k+1)$ is true.

We're assuming that the first natural number is 1 , but some writers will take $0 \in \mathbf{N}$. Be aware!

Let us see an example of this in practice.
Example 1.55. For all $n, S_{n}=1+3+\ldots+2 n-1$ is a perfect square; i.e. there is some $j$ such that $j^{2}=S_{n}$.

Proof. First we see that $S_{1}=1$. This is a perfect square, so the base case is done.
Now we assume that we have shown that $S_{k}$ is a perfect square. For the induction step we have

$$
S_{k+1}=1+3+\ldots+2 k-1+2 k+1=S_{k}+2 k+1
$$

By assumption $S_{k}$ is a perfect square so $S_{k+1}=j^{2}+2 k+1$ for some $j \in \mathbf{N}$.
At first glance, you might think that this is the perfect square $(j+1)^{2}=j^{2}+2 j+1$. However, we don't know that $k=j$, so we're stuck.

Since we're stuck, let's try computing a few simple cases. This is often a good way to get a feel for what you're actually trying to prove. Indeed,

$$
\begin{array}{lr}
S_{1}=1 & =1=1^{2} ; \\
S_{2}=1+3 & =4=2^{2} ; \\
S_{3}=1+3+5 & =9=3^{2} ; \\
S_{4}=1+3+5+7 & =16=4^{2} .
\end{array}
$$

It seems that $S_{k}=k^{2}$ ! This is a stronger statement than what we were supposed to prove, and if it's true, then it's easier to prove, since we know what the $j$ in the perfect square is it's just $k$.

Proof of Example 1.55, encore. Again, $S_{1}=1$ and we're done with the base case.
Otherwise, let us assume that $S_{k}=k^{2}$. Then

$$
\begin{aligned}
S_{k+1} & =1+\cdots+2 k-1+2 k+1 \\
& =S_{k}+2 k+1 \\
& =k^{2}+2 k+1 \\
& =(k+1)^{2}
\end{aligned}
$$

and we're done.
Let us rephrase the principle of induction a bit.
Theorem 1.56 (principle of induction). Let $S \subseteq$ N. Suppose that

1. $1 \in S$.
2. If $k \in S$, then $k+1 \in S$.

Then $S=\mathbf{N}$.
Proof. Let $P(n)$ be the statement that $n \in S$. Then $P(1)$ is true, and if $P(k)$ is true, then $P(k+1)$ is true. So $P(n)$ is true for each $n$, by the principle of induction.

Definition 1.57 (extreme elements). Let $X \subseteq \mathbf{R}$ and $x \in X$. Then:

1. $x$ is the least element or minimum of $X$, written $x=\min X$, if for each $y<x, y \notin X$.
2. $x$ is the greatest element of maximum of $X$, written $x=\max X$, if for each $y>x$, $y \notin X$.

Theorem 1.58 (well-ordering principle). Any non-empty subset of $\mathbf{N}$ has a least element.
Theorem 1.59. The well-ordering principle is enough to prove the principle of induction, and the principle of induction is enough to prove the well-ordering principle.

Proof. First we'll assume the well-ordering principle.
Given a set $S$ satisfying (i) and (ii) of 1.56 we want to show $S=\mathbf{N}$. Certainly $S$ is non-empty, as $1 \in S$, so applying WOP to it gives us ... nothing, as 1 is the smallest element in $\mathbf{N}$, so we already knew that $S$ has a smallest element. Now it seems we are stuck. What can we do?

We'll have to use proof by contradiction! But what is the negation of the principle of induction? The principle of induction is an implication: if there is some set $S$ satisfying (i) and (ii), then $S=\mathbf{N}$. So how does this go, that is what is the negation of $P \Longrightarrow Q$ ? Well, it turns out that $P \Longrightarrow Q$ is the same as $(\neg P) \vee Q$. Besides this, de Morgan's law says that

$$
\neg(A \vee B)=(\neg A) \wedge(\neg B)
$$

so

$$
\begin{aligned}
\neg(P \Longrightarrow Q) & =\neg(\neg P \vee Q) \\
& =P \wedge \neg Q
\end{aligned}
$$

so our job is to assume that there is a set $S$ satisfying (i) and (ii) but $S \neq \mathbf{N}$, and contradict the well-ordering principle.

Proof of Theorem 1.59, encore. Returning to our problem, suppose that the principle of induction isn't true. Then there is a set $S$ such that (i) and (ii) are true and $S \neq \mathbf{N}$. Because $S \neq \mathbf{N}$ this means that $\mathbf{N} \backslash S$ is nonempty so applying the well-ordering principle we have a minimal element of $\mathbf{N} \backslash S$, say $k$. What does this mean? Well, $k-1<k$, so $k \notin \mathbf{N} \backslash S$, so $k-1 \in S$. But by (ii) we see that $(k-1)+1=k \in S$, which is a contradiction. So the principle of induction must be true, and this direction is done.

Now suppose the principle of induction. We want to show the well-ordering principle, so given a nonempty subset $S$ of $\mathbf{N}$, we need to show that it has a least element.

I have no information about $S$; in particular $S$ may not satisfy conditions (i) and (ii), so we can't apply induction. We're stuck again.

So we argue by contradiction. Suppose $S$ does not have a least element. Then what elements could possibly be in $S$ ?

If 1 is in $S$, then 1 is the least element of $S$, since 1 is the least element of $\mathbf{N}$. So $1 \notin S$. By the same reasoning, 2 is not in $S, 3$ is not in $S$, and so on...

We'll formalize this using induction. We have that $1 \notin S$, and in particular $1 \in \mathbf{N} \backslash S$. Similarly, if $1, \ldots, k \notin S$, then $1, \ldots, k \in \mathbf{N} \backslash S$, which is enough to imply that $k+1 \in \mathbf{N} \backslash S$ (since otherwise $k+1$ would be the least element of $S$ ). Therefore by induction, $\mathbf{N} \backslash S=\mathbf{N}$, which is to say that $S=\emptyset$, the empty set.

But we already have assumed that $S$ is not empty. So this is a contradiction, and thus the well-ordering principle must be true.

Notice that the above theorem implies that the only property of $\mathbf{N}$ that we used was that it was well-ordered. So if $X$ is any well-ordered set and we want to prove some statement about every $x \in X$, we can do induction on $X$. On the other hand, if $X$ is finite, we could just check every element manually. So $\mathbf{N}$ is the "happy medium": there are infinitely many cases to check, one for each $n \in \mathbf{N}$, but $\mathbf{N}$ is well-ordered, so we can use induction.

The moral is that whenever you see a statement of the form
"For all natural numbers $n \in \mathbf{N}$, property $P(n)$ is true"
you should try induction first.
But be wary. It's easy to make silly mistakes if you don't complete the whole process of an inductive argument.
"Theorem" 1.60. For all $n, \frac{d}{d x}\left(x^{n}\right)=0$.
Bad proof. Clearly $\frac{d}{d x}(1)=0$. Our inductive hypothesis will be $\left(x^{k}\right)^{\prime}=0 \forall k \leq n$. For the inductive step,

$$
\left(x^{n+1}\right)^{\prime}=\left(x^{n} \cdot x\right)^{\prime}=x^{n}(x)^{\prime}+x\left(x^{n}\right)^{\prime}=x^{n} 0+x 0=0 .
$$

So what went wrong? It turns out that while the above manipulation is valid for all $n \geq 1$ it isn't for $n=0$ - since it's false for $x^{1}$, this incorrect step allowed the rest to follow.

### 1.5.1 Exercises

Discussion topic 1.61. Let

$$
\Gamma(n)=\int_{0}^{\infty} x^{n-1} e^{-x} d x
$$

and prove that

$$
\Gamma(n+1)=n!
$$

where $n!=(n-1)!n$ if $n \geq 1$, and $0!=1$.
Discussion topic 1.62. Let $F_{n}$ be the Fibonacci sequence defined by $F_{n}=F_{n-1}+F_{n-2}$ and $F_{0}=0, F_{1}=1$, and show

$$
F_{0}-F_{1}+\ldots-F_{2 n-1}+F_{2 n}=F_{2 n-1}-1 .
$$

Discussion topic 1.63. Let $f: \mathbf{Q} \rightarrow \mathbf{R}$ be a function such that for any $x, y$,

$$
f(x+y)=f(x)+f(y)
$$

(Such a function is called a morphism of groups.) Show that for every $x$, one has $f(x)=$ $x f(1)$.
Discussion topic 1.64. Assume that for each two cities $x, y$ in the country of Topologia, there is a one-way road connecting $x$ and $y$ (but possibly not a two-way road!) Show that there is a path that passes through every city in Topologia. (Hint: Assume that there is a path that passes through the first $k$ cities $C_{1}, \ldots, C_{k}$. If there is a path from $C_{k}$ to $C_{k+1}$, we're done. Otherwise, find $i<k$ such that there are roads from $C_{i}$ to $C_{k+1}$ and $C_{k+1}$ to $C_{i+1}$.)
Discussion topic 1.65 (Pick's theorem). Let $P$ be a polygon in $\mathbf{R}^{2}$ with area $A_{P}$. Say that a point $p \in P$ is a lattice point if both coordinates of $p$ are integers. Let $i$ be the number of lattice points inside $P$ and $b$ the number of lattice points on the boundary of $P$. Show that

$$
A_{P}=i+\frac{b}{2}-1
$$

The "hard part" is that Pick's theorem is true for triangles, which you can take as a given (but try to prove it for fun!) (Hint: Write $P=P^{\prime} \cup T$ where $P^{\prime}$ is a polygon, $T$ is a triangle, and $P^{\prime} \cap T$ is a line segment. Assume that Pick's theorem is true for $P^{\prime}$ and $T$ and use $\left.A_{P}=A_{P^{\prime}}+A_{T}.\right)$
Homework 1.66. Show that

$$
1^{3}+2^{3}+\ldots+n^{3}=\left(\frac{n(n+1)}{2}\right)^{2}
$$

Homework 1.67 (Generalized Euclid's lemma). Prove that if $p$ is prime and $p \mid a_{1} \ldots a_{n}$ then there is some $i \in\{1, \ldots, n\}$ such that $p \mid a_{i}$.
Homework 1.68. Show that if $X_{1}, \ldots, X_{n}$ are countable sets and

$$
X=X_{1} \times X_{2} \times \cdots \times X_{n}
$$

then $X$ is countable.
Homework 1.69. Show that

$$
1^{2}+2^{2}+\ldots+n^{2}=\frac{n(n+1)(2 n+1)}{6}
$$

Homework 1.70. Show that

$$
1+\frac{1}{4}+\ldots+\frac{1}{n^{2}} \leq 2-\frac{1}{n}
$$

### 1.6 Existence and uniqueness

Let's say, in the course of everyday conversation, I were to say, "Aidan has a younger sister." From the way I phrased that sentence, it sounds like Aidan has one younger sister, and no others.

This use of language disagrees with how mathematicians speak. If I were to say "The number 6 has a prime factor," that would be technically true, since 2 is a prime factor of 6 , but of course 6 has another prime factor, namely 3 . For this reason, mathematicians (and so you!) are very careful about distinguishing between existence and uniqueness.

To say that some object $x$ exists is to say that there is at least one example. On the other hand, to say that $x$ is unique is to say that there is at most one example: if $x$ exists at all (which is not guaranteed by the claim that $x$ is unique!), there is only one.

Sometimes the most natural way to show existence is to give an explicit example of $x$, and in a subproof show that $x$ is the kind of object we want to show it is.

Definition 1.71. If $n \in \mathbf{N}$ is a natural number, a prime factorization of $n$ is a way of writing it as

$$
n=p_{1} p_{2} \ldots p_{m}
$$

where each of the $p_{i}$ is a prime number.
Theorem 1.72 (fundamental theorem of arithmetic, existence). Every natural number $n \geq 2$ has a prime factorization.

Proof. Since this is a statement about every natural number (except 1 - so we have to start at 2), we proceed by induction.

Since 2 is prime, it has a prime factorization, namely itself. This is our base case (notice that since we don't care about 1 , the induction starts at 2.)

Otherwise, suppose $n>2$ and that all numbers from 2 to $n-1$ have prime factorizations. We now argue by cases: either $n$ is prime, or $n$ is composite.

If $n$ is prime, then it has a prime factorization, namely itself, so we're done.
Otherwise, $n$ is composite, so there are numbers $a$ and $b$ such that $1<a \leq b<n$ and $n=a b$. But $a$ and $b$ both have prime factorizations, say

$$
\begin{aligned}
a & =p_{1} p_{2} \ldots p_{n} \\
b & =q_{1} q_{2} \ldots q_{m} .
\end{aligned}
$$

So $n$ has a prime factorization, namely

$$
n=p_{1} p_{2} \ldots p_{n} q_{1} q_{2} \ldots q_{m}
$$

This proof of the fundamental theorem of arithmetic actually gives instructions for explicitly writing down the prime factorization: just keep dividing by factors until you eventually get prime factors. Cantor's diagonal argument was similar: given an enumeration, we got explicit instructions for finding a real number that wasn't in the enumeration.

Sometimes we aren't so lucky. The proof that there was a pair of irrational numbers $x$ and $y$ such that $x^{y} \in \mathbf{Q}$ was nonconstructive, because we proved that either $\sqrt{2}^{\sqrt{2}}$ was rational, or $\sqrt{2}^{\sqrt{2}} \sqrt{\sqrt{2}}$ was rational without checking which one. (It turns out that $\sqrt{2}^{\sqrt{2}}$ is irrational, but the proof of this is much harder.) Let's see an example where it is impossible to give constructive instructions.

Theorem 1.73 (Kőnig's lemma). Let $G$ be a tree, such that every vertex is has only finitely many children. If $G$ has infinitely many vertices, then $G$ has an infinite path.

For those who don't know what a tree is, imagine a family tree, except that there could be an infinite number of generations, and a parent could have infinitely many children. Each individual is called a "vertex," and the "root" is the oldest member of the family, who everyone is descended from.

Proof. Let $v_{1}$ be the root of the tree.
We want to prove the following lemma:
Lemma 1.74. For each natural number $n$, if $v_{1} \ldots v_{n}$ is a path to a node $v_{n}$ with infinitely many descendents, then there is a child of $v_{n}$, say $v_{n+1}$, such that $v_{n+1}$ also has infinitely many descendents.

Since we want to prove a statement about every natural number, we proceed by induction. If $n=1$, then $v_{1}$ has infinitely many descendents, since it's the root of the tree.

Otherwise, assume that $v_{1} \ldots v_{n}$ is a path to a vertex $v_{n}$ with infinitely many descendents. We need to prove that there is some child of $v_{n}$ with infinitely many descendents.

Now suppose not, and argue by contradiction.
Indeed, if not, then every child of $v_{n}$ has finitely many descendents. The set of descendents of $v_{n}$ is the set of all children of $v_{n}$ and the union of their descendents. But all of those sets are finite, and there's finitely many of them. So the set of descendents of $v_{n}$ is finite. But we have already established that this set is infinite, so this is a contradiction.

We don't know anything about this child, only that if it didn't exist, we'd get a contradiction. It would take an infinite amount of time to check every descendent of a child with an infinitely descending branch, so we couldn't just sit down and brute force a computation. Nevertheless, one exists!

Proof of Example 1.73, continued. Therefore, $v_{n}$ has a child with infinitely many descendents, which completes the induction.

Choose one such descendent to get a child $v_{n+1}$, which extends the path. The path is $v_{1} \ldots v_{n} \ldots$.

Notice how we used induction to prove existence. In general if you want to prove existence of infinitely many things, ordered like $\mathbf{N}$, this isn't a bad way to do it.

What does it mean for a mathematical object to be unique? Again, uniqueness means that there is at most one of that object (but there possibly could be none at all). So existence and uniqueness together imply that there is exactly one.

A common method of showing that an object is unique is to show that any two instances of the object must be identical. This is best demonstrated through examples.

Example 1.75. Say that a function $f: \mathbf{R} \rightarrow \mathbf{R}$ is strictly convex if its second derivative $f^{\prime \prime}(t)>0$ for all $t \in \mathbf{R}$. If $f$ is strictly convex and $f$ has a minimum, then its minimum is unique.

Proof. Assume that $x$ and $y$ are minima of $f$. Without loss of generality, we can assume that $x \leq y$. This means that we are making a harmless assumption (we don't know anything else about $x$ and $y$, and either $x \leq y$ or $x \leq y$; the proofs will be exactly the same in either case but with the variables swapped, so we might as well assume $x \leq y$.)

Then, by some calculus, the first derivative $f^{\prime}(x)=0$ and $f^{\prime}(y)=0$. On the other hand, since $f^{\prime \prime}(t)>0$ for all $t, f^{\prime}$ is strictly increasing: since $x \leq y, f^{\prime}(x) \leq f^{\prime}(y)$, and if $x<y$ then $f^{\prime}(x)<f^{\prime}(y)$. Clearly if $x<y$ this leads to the contradiction $0<0$. So $x=y$.

Here's an example for students who have taken Math 54.
Example 1.76. The additive identity of a vector space is unique.
Proof. Let $V$ be a vector space. To show that the additive identity of $V$ is unique, we will suppose there are two instances of the additive identity, 0 and $0^{\prime}$, in $V$, and show that they are in fact equal. Let $v \in V$. Then

$$
v+0=v+0^{\prime}
$$

Since $V$ is a vector space, $v$ has an additive inverse $-v$. Adding $-v$ to each side yields

$$
\begin{aligned}
v+0+(-v) & =v+0^{\prime}+(-v) \\
0+0 & =0+0^{\prime} \\
0 & =0^{\prime}
\end{aligned}
$$

Conclude that the additive identity of a vector space is unique.
Example 1.77 (Kőnig's lemma, again). Let $G$ be the infinite binary tree: the tree such that every node has exactly two children. Then the infinite path guaranteed by Kőnig's lemma (Theorem 1.73) is NOT unique.

Proof. We just need to show that there are two infinite paths through $G$ which are distinct. By Kőnig's lemma, there is a path $v_{1} \ldots v_{n} \ldots$ through $G$. Since $G$ is the infinite binary tree, $v_{1}$ has a child $w_{2} \neq v_{2}$. Since $w_{2}$ does not appear in the path $v_{1} \ldots v_{n} \ldots$, any infinite path containing $w_{2}$ is not equal to $v_{1} \ldots v_{n} \ldots$, disproving uniqueness.

We apply Kőnig's lemma again, to the tree consisting of $w_{2}$ and all its descendents, to get a path $w_{2} \ldots w_{n} \ldots$ Then $v_{1} w_{2} w_{3} \ldots w_{n} \ldots$ is an infinite path through $G$ which is certainly not equal to $v_{1} v_{2} v_{3} \ldots v_{n} \ldots$. So infinite paths through $G$ are not unique.

Here's a useful principle: to prove that a function is injective (one-to-one) is a proof of uniqueness, and to prove that a function is surjective (onto) is a proof of existence. Indeed, to prove that $f: X \rightarrow Y$ is injective is to prove that for each $y \in Y$, the $x \in X$ such that $f(x)=y$ is unique. On the other hand, to prove that $f$ is surjective is to prove that for each $y \in Y$, the $x \in X$ such that $f(x)=y$ exists.

Example 1.78 (for Math 54 students only). Let $V$ and $W$ be vector spaces, and let $T: V \rightarrow$ $W$ be a linear transformation from $V$ to $W . T$ is one-to-one if and only if $\operatorname{ker}(T)=\left\{0_{V}\right\}$.

Proof. ( $\Longrightarrow$ ) Suppose $T$ is one-to-one (injective). The proof in this direction is a uniqueness proof in disguise. We know that $0_{V} \in \operatorname{ker}(T)$ from the fact that $T$ is a linear transformation. Then, our goal is to show that $0_{V}$ is the only element in $\operatorname{ker}(T)$.

Let $x \in \operatorname{ker}(T)$. Then $T(x)=0_{V}$. Since $T$ is a linear transformation, we also know $T\left(0_{V}\right)=0_{V}$. So

$$
T(x)=T\left(0_{V}\right)
$$

Recall that $T$ is one-to-one if for all $a, b \in V, T(a)=T(b)$ implies that $a=b$. Applying the definition of one-to-one to $T(x)=T\left(0_{V}\right)$ allows us to deduce that

$$
x=0_{V}
$$

Thus we have shown that any arbitrary element in the kernel must be the $0_{V}$, so $\operatorname{ker}(T)$ is exactly $\left\{0_{V}\right\}$.
$(\Longleftarrow)$ Suppose $\operatorname{ker}(T)=\left\{0_{V}\right\}$. We will apply the uniqueness of $0_{V}$. Let $x, y \in V$ such that $T(x)=T(y)$. Then

$$
T(x)-T(y)=0_{V}
$$

By linearity of $T$,

$$
T(x-y)=0_{V}
$$

Then, by the definition of the kernel of $T$, it follows that $x-y \in \operatorname{ker}(T)$. However, we know $\operatorname{ker}(T)=\left\{0_{V}\right\}$, so it must be that $x-y=0_{V}$.

$$
\begin{aligned}
x-y & =0_{V} \\
x & =y
\end{aligned}
$$

We have shown that $T(x)=T(y)$ implies that $x=y$ for all $x, y \in V$, which by definition means $T$ is one-to-one.

### 1.6.1 Exercises

Discussion topic 1.79. A function $f: \mathbf{N} \rightarrow \mathbf{N}$ is said to be increasing if $f(m)<f(n)$ for any $m<n$. Show that if $f$ is increasing, then $f$ is injective, and that there is a unique $f$ which is increasing and surjective. Are similar results true for $\mathbf{Z}$ or $\mathbf{R}$ ? What about $(\mathcal{P}(X), \subset)$ for some set $X$ ?

Discussion topic 1.80 (division algorithm, existence). Let $a, b \in \mathbf{N}$. Show that there are $q, r \in \mathbf{N}$ such that

$$
a=b q+r .
$$

Also, show that we can choose $r<b$.
Discussion topic 1.81 (division algorithm, uniqueness). Let $a, b \in \mathbf{N}$. Show that if there are $q, r \in \mathbf{N}$ such that $a=b q+r$ and $r<b$, then they are unique.
Discussion topic 1.82. Show that if $X$ is an infinite set, then there is an infinite countable subset $Y$ of $X$. Is it ever possible that $Y$ is unique?
Discussion topic 1.83 (fundamental theorem of arithmetic). Show that every natural number $n \geq 2$ has a unique prime factorization. Since we already proved existence, Example 1.72, all that you have to prove is uniqueness. You might want to use Euclid's lemma, Exercise 1.10.

## Chapter 2

## Math 113: Fields

In this chapter we'll study operations like addition and multiplication, going back to when you first learned arithmetic. This material is similar to the latter half of Math 113.

### 2.1 What is a field?

Definition 2.1. Let $X$ be a set. A binary operation $*$ on $X$ is a function $X \times X \rightarrow X$, written $(a, b) \mapsto a * b$. We also say that $(X, *)$ is a binary structure.

So for example, addition and multiplication are binary operations on $\mathbf{R}$.
Definition 2.2. Let $k$ be a set. Let + (addition) and $\cdot$ (multiplication) be two binary operations on $k$, and let 0 and 1 be two elements of $k$. If the following conditions are satisfied, then we say that $(k,+, \cdot, 0,1)$ is a field:

1. Associativity: For every $a, b, c \in k, a+(b+c)=(a+b)+c$ and $a \cdot(b \cdot c)=(a \cdot b) \cdot c$.
2. Commutativity: For every $a, b \in k, a+b=b+a$ and $a \cdot b=b \cdot a$.
3. Identity: For every $a \in k, 0+a=a$ and $1 \cdot a=a$.
4. Inversion: For every $a \in k$, there is an element called $-a$ such that $a+(-a)=0$ and an element called $a^{-1}$ such that $a \cdot a^{-1}=1$.
5. Distributivity: For every $a, b, c \in k, a \cdot(b+c)=a \cdot b+a \cdot c$.
6. Nondegeneracy: The cardinality $|k| \geq 2$.

If $+, \cdot, 0$, and 1 are understood, we simply say that $k$ is a field.
We usually also will write $a b$ to mean $a \cdot b$, and $a^{n}=a a \ldots a$ ( $n$ copies), $a-b=a+(-b)$, and $a / b=a b^{-1}$.

These are a lot of conditions to check, but somehow none of them should be a surprise; they're just the usual rules of addition and multiplication that you internalized long before taking this class. The only mildly puzzling condition here is nondegeneracy. This is needed for the proof of Proposition 2.7.

You'll notice immediately that $\mathbf{Q}$ and $\mathbf{R}$ are fields. So is $\mathbf{C}$. On the other hand, $\mathbf{Z}$ is not a field, since not every element of $\mathbf{Z}$ has a multiplicative inverse.

Before we give more examples of fields, let's discuss some properties that they have.
Proposition 2.3. The additive and multiplicative identities of a field are unique.
Proof. Let $k$ be a field. To prove uniqueness of 0 , we do what we always do. Assume $x \in k$ is such that for every $y \in k, x+y=y$. Now we need to prove that $x=0$. Since 0 is an identity, $x+0=x$, and since $x$ is an identity, $0+x=0$. By commutativity, $x+0=0+x$, so we have $x=0$.

The proof that 1 is unique is exactly the same, but in different notation.
Proposition 2.4. Let $k$ be a field. For every $x \in k$, the additive and multiplicative inverses of $x$ are unique.

Proof. Let $y \in k$ be such that $x+y=0$. We can add $-x$ to both sides of the equation, and $(-x)+x+y=0+(-x)$ gives $y=-x$.

The proof that $x^{-1}$ is exactly the same.
Proposition 2.5. In any field $k$, for every $x \in k, 0 x=0$.
Proof. We have $0 x+0 x=(0+0) x=0 x$ by distributivity and identity. By inversion, we can subtract $0 x$ from both sides to get $0 x=0$.

Proposition 2.6. In any field $k$, for every $x, y \in k$, we have $x(-y)=-(x y)$. In fact, $-x=(-1) x$.

Proof. By distributivity, $x y+x(-y)=x(y-y)=x 0=0$. By inversion, we can subtract $x y$ from both sides to get $x(-y)=-(x y)$.

For the second claim, by distributivity, $x+(-1) x=(1-1) x=0 x=0$. So we can subtract $x$ from both sides to get $(-1) x=-x$.

Proposition 2.7. In any field, $0 \neq 1$.
Proof. To prove that two things are not equal, we assume that they are and derive a contradiction. So assume $0=1$. Then for every $x \in k, 0=0 x=1 x=x$ by identity. So $k=\{0\}$. Therefore $k$ has only one element, which contradicts nondegeneracy.

Proposition 2.8. Let $k$ be a field with $x, y \in k$. If $x y=0$ then either $x=0$ or $y=0$.
Proof. Assume towards contradiction that $x y=0$ but $x$ and $y$ are nonzero. Then $x=$ $x y y^{-1}=0 y^{-1}=0$, which is a contradiction.

Let's give two more examples of fields.
Example 2.9. Let $k$ be a field, and let $k(x)$ denote the set of rational functions on $k$, functions of the form

$$
x \mapsto \frac{a_{0}+a_{1} x+\cdots+a_{n} x^{n}}{b_{0}+b_{1} x+\cdots+b_{m} x^{m}} .
$$

(Note that a rational function might not be defined on all of $k$, since the denominator might be zero for some $x \in k$.) For example, the function

$$
x \mapsto \frac{2+3 x}{x^{2}-1}
$$

is a rational function on $\mathbf{Q}$, which is defined away from $\{1,-1\}$.
We can define 1 to be the function $x \mapsto 1$ and 0 to be the function $x \mapsto 0$. Besides, we define $(f+g)(x)=f(x)+g(x)$ and $(f g)(x)=f(x) g(x)$. These definitions make $k(x)$ a field.

Indeed, $((f+g)+h)(x)=(f(x)+g(x))+h(x)=f(x)+g(x)+h(x)$ (since $(k,+)$ is associative $)=f(x)+(g(x)+h(x))=(f+(g+h))(x)$ and $(f+g)(x)=f(x)+g(x)=g(x)+f(x)$ (since $(k,+)$ is abelian $)=(g+f)(x)$. We also have $(0+f)(x)=0+f(x)=f(x)$. Similarly for multiplication.

For inversion, let

$$
f(x)=\frac{a_{0}+a_{1} x+\cdots+a_{n} x^{n}}{b_{0}+b_{1} x+\cdots+b_{m} x^{m}}
$$

Then let

$$
-f(x)=\frac{-a_{0}-a_{1} x-\cdots-a_{n} x^{n}}{b_{0}+b_{1} x+\cdots+b_{m} x^{m}} .
$$

So

$$
\begin{aligned}
(f+(-f))(x) & =\frac{a_{0}+a_{1} x+\cdots+a_{n} x^{n}}{b_{0}+b_{1} x+\cdots+b_{m} x^{m}}+\frac{-a_{0}-a_{1} x-\cdots-a_{n} x^{n}}{b_{0}+b_{1} x+\cdots+b_{m} x^{m}} \\
& =\frac{a_{0}+a_{1} x+\cdots+a_{n} x^{n}-a_{0}-a_{1} x-\cdots-a_{n} x^{n}}{b_{0}+b_{1} x+\cdots+b_{m} x^{m}}
\end{aligned}
$$

since $k$ is distributive

$$
=\frac{a_{0}-a_{0}+a_{1} x-a_{1}+\cdots+a_{n} x^{n}-a_{n} x^{n}}{b_{0}+b_{1} x+\cdots+b_{m} x^{m}}
$$

since $k$ is commutative

$$
=\frac{0}{b_{0}+b_{1} x+\cdots+b_{m} x^{m}}=0 .
$$

Similarly, we put

$$
f^{-1}(x)=\frac{b_{0}+b_{1} x+\cdots+b_{m} x^{m}}{a_{0}+a_{1} x+\cdots+a_{n} x^{n}}
$$

so that

$$
f f^{-1}(x)=\frac{a_{0}+a_{1} x+\cdots+a_{n} x^{n}}{b_{0}+b_{1} x+\cdots+b_{m} x^{m}} \frac{b_{0}+b_{1} x+\cdots+b_{m} x^{m}}{a_{0}+a_{1} x+\cdots+a_{n} x^{n}}=1 .
$$

Finally, $(f(g+h))(x)=f(x)(g(x)+h(x))=f(x) g(x)$ since $k$ is distributive, whence $f(g+h)=f g+f h$. Therefore $k(x)$ is a field.

### 2.1.1 Modular arithmetic

Here's another example of a field, where the addition acts a little strange...
Example 2.10. Let $p$ be a prime number. If $n \in \mathbf{N}$, we define $n$ modulo $p$ to be the remainder of dividing $n$ by $p$. The remainder exists (Exercise 1.80) and is unique (Exercise 1.81) by the division algorithm (and is the number $r$ appearing in the statement of the division algorithm). For example, 16 modulo 3 is 1 , since 16 divided by 3 is 5 with a remainder of 1 . Notice that $n$ modulo $p$ always lies in $\{0,1, \ldots, p-1\}$.

Let $\mathbf{F}_{p}$ be the set $\{0,1, \ldots, p-1\}$. We define field operations on $\mathbf{F}_{p}$, by taking addition and multiplication modulo $p$. That is, if $x, y \in \mathbf{F}_{p}$, then $x+y$ is taken modulo $p$ and $x y$ is taken modulo $p$. These operations are known as modular arithmetic, and make $\mathbf{F}_{p}$ into a field.

Before we can prove that $\mathbf{F}_{p}$ is a field, we need to prove a famous theorem about modular arithmetic.

Theorem 2.11 (Fermat's little theorem). If $x \in \mathbf{N}$ and $p$ is a prime number, then $x^{p-1}=1$ modulo $p$.

The proof of this requires some setup. Before we begin, recall Euclid's lemma, Lemma 1.10 , which we will use a lot here.

Lemma 2.12. If $u x=u y$ modulo $p$ for some $u, x, y \in \mathbf{N}$, and $u$ is not divisible by $p$, then $x=y$ modulo $p$.

Proof. We know that $p$ divides $u x-u y$ (doing arithmetic in $\mathbf{N}$ ), so $p$ divides $u(x-y)$ (since arithmetic in $\mathbf{N}$ is distributive). But then $p$ divides $x-y$ since $p$ does not divide $u$, by Euclid's lemma. So $x=y$ modulo $p$.

Proof of Theorem 2.11. There are two cases to consider. First, if $x$ is divisible by $p$, say $x=n p$, then $x^{p}-x=(n p)^{p}-n p=n^{p} p^{p}-n p=\left(n^{p} p^{p-1}-n\right) p$ is divisible by $p$ already.

So now we assume $x$ is not divisible by $p$. Let us write down the sequence of numbers $x, 2 x, \ldots,(p-1) x$. Assume towards contradiction that some $j x$ is divisible by $p$. Since $j<p$, $j$ does not divide $p$. So Euclid's lemma implies that $j$ divides $x$. But this is a contradiction. Therefore every $j x$ is not divisible by $p$, so is nonzero modulo $p$. So $j x$ modulo $p$ is one of $1, \ldots, p-1$ (since it is not 0 ).

Moreover, if $j x=k x \bmod p$, then by Lemma 2.12, $j=k$ modulo $p$, and since $j<p$ and $k<p$, this implies $j=k$. Therefore each of the $j x$ is sent to a unique one of the $1, \ldots, p-1$. That is, the function $\{x, 2 x, \ldots,(p-1) x\} \rightarrow\{1,2, \ldots, p-1\}$ given by reduction modulo $p$ is a bijection. That is, $x, 2 x, \ldots,(p-1) x$ modulo $p$ is a rearrangement of the sequence $1,2, \ldots, p-1$.

Since multiplication modulo $p$ is commutative, it follows that

$$
x \cdot 2 x \cdot 3 x \cdots \cdot(p-1) x=1 \cdot 2 \cdots \cdot p-1
$$

modulo $p$. In other words, $x^{p-1}(p-1)!=(p-1)$ ! modulo $p$. Therefore $x^{p-1}=1$ modulo $p$.

Proof that $\mathbf{F}_{p}$ is a field. Associativity, commutativity, distributivity, and existence of identities are easy and tedious to check (which we leave to you as Homework 2.20.) For example, we'll show commutativity of addition. If $x, y \in \mathbf{F}_{p}$, then $x+_{p} y$ is the remainder of $x+_{\mathbf{N}} y=y+_{\mathbf{N}} x$, and $y+_{p} x$ is the remainder of $y+_{\mathbf{N}} x$. So $x+_{p} y=y+_{p} x$.

For inversion of addition, if $x \in \mathbf{F}_{p}$, we let $-x$ denote $p-{ }_{\mathbf{N}} x$. (For example, if $x=1$ and $p=3,-x=2$. Then $x+_{\mathbf{N}}(-x)=p$, and $p$ modulo $p$ is 0 . So $x+_{p}(-x)=0$. Therefore $-x$ is the inverse of $x$.

The hard one is inversion of multiplication. Let $x^{-1}=x^{p-2}$ modulo $p$. We claim that $x^{-1}=1$ modulo $p$

By Fermat's little theorem, $x x^{p-2}=x^{p-1}=1$ modulo $p$. Therefore $x^{-1}$ is an inverse of $x$. So $\mathbf{F}_{p}$ admits inversion of multiplication. We conclude that $\mathbf{F}_{p}$ is a field.

But $\mathbf{F}_{p}$ is a little weird. $1+1+\cdots+1$ ( $p$ copies) is 0 . This didn't happen in any of the fields we discussed before (except $\mathbf{F}_{p}(x)$, of course!)

Definition 2.13. The characteristic of a field $k$, denoted char $k$ is the least number $n$ such that $1+1+\cdots+1$ ( $n$ copies) is 0 , or 0 if no such number exists.

So $\mathbf{Q}$ is a characteristic 0 field, while $\mathbf{F}_{p}$ is a characteristic $p$ field.

### 2.1.2 Exercises

Here's a definition that we'll use in a few exercises. Holomorphic functions are the main objects of study in complex analysis (Math 185).

Definition 2.14. A function $f: \mathbf{C} \rightarrow \mathbf{C}$ is said to be a holomorphic function if the derivative $f^{\prime}(z)$ exists for every $z \in \mathbf{C}$.

Discussion topic 2.15. A meromorphic function is a function $f / g$, where $f$ and $g$ are holomorphic functions on $\mathbf{C}$ and there are only countably many $z \in \mathbf{C}$ such that $g(z)=0$. (So a meromorphic function might not be defined everywhere, because $g$ might have a zero; but it is defined at "most" points of $\mathbf{C}$, since $\mathbf{C}$ is uncountable by Cantor's diagonal argument.) An example of a meromorphic function is tan, since

$$
\tan z=\frac{\sin z}{\cos z}
$$

and $\cos z=0$ iff $z=\pi+2 n$ for some $n \in \mathbf{Z}$ (and $\mathbf{Z}$ is countable).
Let $\mathcal{M}(\mathbf{C})$ denote the set of all meromorphic functions on $\mathbf{C}$. Show that $\mathcal{M}(\mathbf{C})$ is a field. (First, you'll have to define what the field operations are...)
Discussion topic 2.16. Here's one of the main techniques for proving that something is a field.

Let $F$ be a field and $k \subseteq F$ be a nonempty set. Say that $k$ is closed under field operations; that is, $k$ satisfies the following conditions:

1. Closed under addition: If $x, y \in k$, then $x+y \in k$.
2. Closed under multiplication: If $x, y \in k$, then $x y \in k$.
3. Closed under inversion: If $x \in k$, then $-x \in k$ and $x^{-1} \in k$.

Show that $k$ is a field if and only if $k$ is closed under field operations.
Discussion topic 2.17. Say that a algebraic number is an element $x \in \mathbf{C}$ such that there is a polynomial $p: \mathbf{C} \rightarrow \mathbf{C}$, with

$$
p(y)=a_{0}+a_{1} y+\cdots+a_{n} y^{n}
$$

with every $a_{j} \in \mathbf{Z}$, such that $p(x)=0$. Let $\mathbf{A}$ denote the set of algebraic numbers. Show that $\mathbf{A}$ is a field.

Discussion topic 2.18 (freshman's dream). Here's a useful result which will come up, for example, when we study the Frobenius (Homework ??). Let $k$ be a field of characteristic $p$, $p$ a prime number. Show that for every $x, y \in k$,

$$
(x+y)^{p}=x^{p}+y^{p} .
$$

Why is this equation called the freshman's dream?
Discussion topic 2.19 (quadratic formula). Recall the quadratic formula: for $b, c \in \mathbf{C}$, if $f(x)=a x^{2}+b x+c$ and $a \neq 0$, then $f(x)=0$ iff

$$
x=\frac{-b \pm \sqrt{b^{2}-4 a c}}{2 a}
$$

(Notice that without loss of generality, we can assume $a=1$ - why?)
Prove the quadratic formula in any field of characteristic $\neq 2$. What goes wrong with the proof in characteristic 2?
Homework 2.20. Fill in more details of the proof given in Example 2.10. Specifically, show that $\mathbf{F}_{p}$ is distributive, and addition and multiplication have identities.
Homework 2.21. Show that for any $n \in \mathbf{N} n^{37}-n$ is divisible by 383838 . (You're allowed to look up the prime factorization of 383838.)
Homework 2.22. Let $k$ be a field of characteristic 0. Recall that if $f(x)=a x^{2}+b x+c$ is a quadratic polynomial over $k$ (i.e. with $a, b, c \in k$ ), then the discriminant of $f$ is $\Delta(f)=$ $b^{2}-4 a c$. Assume that $f=g h$, for some linear polynomials $g, h$ over $k$. Show that $\Delta(f)=0$ if and only if we can choose $g$ so that $f=g^{2}$.

### 2.2 The category of fields

When faced with a new definition in mathematics (here, that of a field), it is useful to come up with lots of examples (as we have done), including a "prototype" (here, $\mathbf{Q}$, the simplest example). Once that is done, the next job is to see how multiple examples of the definition relate to each other.

Definition 2.23. Let $k$ and $F$ be fields. A morphism of fields is a function $\iota: k \rightarrow F$ such that:

1. Preservation of structure: For every $x, y \in k, \iota(x+y)=\iota(x)+\iota(y)$ and $\iota(x y)=\iota(x) \iota(y)$.
2. Nondegeneracy: The image $\iota(k)$ has cardinality at least 2 .

We shall use the following result, which we leave to the peanut gallery to prove.
Proposition 2.24. If $\iota$ is a morphism of fields $k \rightarrow F$, then:

1. Preservation of identity: $\iota(0)=0$ and $\iota(1)=1$.
2. Preservation of inverses: For every $x \in k, \iota(-x)=-\iota(x)$ and $\iota\left(x^{-1}\right)=\iota(x)^{-1}$.
3. Compositionality: If $\mathrm{J}: F \rightarrow E$ is a morphism of fields, then the composition $\mathrm{J} \circ \iota$ is a morphism of fields $k \rightarrow E$.

The "stupid" example of a morphism of fields is in case $k \subseteq F$ and the map is $x \mapsto x$. For example, the identity on $\mathbf{Q} \subset \mathbf{R}$. In some sense, there is no other example.

Proposition 2.25. If $\iota$ is a morphism of fields, then $\iota$ is injective.
Proof. We must show that there are no $x, y \in k$ such that $\iota(x)=\iota(y)$ but $x \neq y$; since we are proving nonexistence, we approach by contradiction. Assume that $\iota$ is not injective, so there are $x \neq y$ with $\iota(x)=\iota(y)$.

Under these assumptions, we have $\iota(x)=\iota(y)$, so $\iota(x)-\iota(y)=0$. Therefore $\iota(x-y)=0$. So $1=\iota(1)=\iota\left((x-y)^{-1}(x-y)\right)=\iota\left((x-y)^{-1}\right) \iota(x-y)=\iota\left((x-y)^{-1}\right) \cdot 0=0$. This contradicts Proposition 2.7.

Let $\iota: k \rightarrow F$ be a morphism of fields. We want to think $k$ as "the same as" $\iota(k)$, in a way that we will make more precise later. To give an idea of why we would want to do this, consider the following annoying problem.

Assume we have a field $k$ with (say) four elements, say

$$
k=\{\text { one, two, three, four }\} .
$$

Now Aidan's grandparents might not like this field, and might prefer a field $k^{E S}$ whose elements are named uno, dos, tres, and cuatro. Someone else might prefer yet another field $k^{J P}$ whose elements are named ichi, ni, san, and shi. Of course, any sane person would recognize that while these fields have different elements, they are the "same field" in some sense.

A more down-to-earth example is as follows.
Example 2.26. Let $k$ be a field. By Example 2.9, the set $k(x)$ of rational functions on $k$ is a field. For $x \in k$, we let $\iota(x)$ be the function $k \rightarrow k$ defined by $y \mapsto x$ for every $y \in k$ (so $\iota(x)$ is a constant function).

We claim that $\iota$ is a morphism of fields $k \rightarrow k(x)$. Indeed, let $x, y, z \in k$. Then $\iota(x)(z)+\iota(y)(z)=x+y=\iota(x+y)(z)$. Similarly $\iota(x)(z) \iota(y)(z)=x y=\iota(x y)(z)$.

Moreover, the image $\iota(k)$ is precisely the set of constant functions in $k(x)$. It's pretty clear that $k$ and $\iota(k)$ are the same in all but name: there's an obvious bijection between them, and their operations are preserved by the bijection. But $\iota(k)$ is not the same set as $k$, since elements of $\iota(k)$ are rational functions, while elements of $k$ are whatever elements of $k$ are.

Let's now make all this finagling more precise. The key definition is that of an "isomorphism of fields."
Definition 2.27. An isomorphism of fields is a bijective morphism of fields. If there is an isomorphism of fields $k \rightarrow F$, we say that $k$ and $F$ are isomorphic fields.

So to prove that a morphism is an isomorphism, we just have to show that it is surjective, since it already is injective by Proposition 2.25.
Proposition 2.28. The inverse of an isomorphism of fields is an isomorphism of fields.
Proof. Let $\iota: k \rightarrow F$ be an isomorphism. Clearly $\iota^{-1}$ is a bijection, so we just need to show that $\iota^{-1}$ is a morphism of fields. We'll prove that it preserves addition; the preservation of multiplication is similar.

Let $x, y \in F$. We have $\iota\left(\iota^{-1}(x) \iota^{-1}(y)\right)=\iota\left(\iota^{-1}(x)\right) \iota\left(\iota^{-1}(y)\right)=x y=\iota\left(\iota^{-1}(x y)\right)$. Since $\iota$ is injective, it follows that $\iota^{-1}(x) \iota^{-1}(y)=\iota^{-1}(x y)$.

Since $k$ has at least 2 elements and $\iota^{-1}$ is surjective, $\iota^{-1}(F)$ has at least 2 elements.
Proposition 2.29. If $\iota$ is a morphism of fields $k \rightarrow F$, then its image $\iota(k)$ is a field, and $\iota$ is an isomorphism $k \rightarrow \iota(k)$.

Proof. In light of Exercise 2.16, we just have to show that $\iota(k)$ is closed under field operations.
Since $\iota$ is injective, $\iota$ is an isomorphism $k \rightarrow \iota(k)$, so we have an isomorphism $\iota^{-1}: \iota(k) \rightarrow$ $k$. Then if $x, y \in \iota(k), \iota^{-1}(x)+\iota^{-1}(y) \in k$, so $x+y=\iota\left(\iota^{-1}(x)+\iota^{-1}(y)\right) \in \iota(k)$. Therefore $\iota(k)$ is closed under addition. The proofs of the other conditions are similar.

Notice that the key step in all these proofs is to "pull back" the claim from $\iota(k)$ to $k$, which we already know a lot of wonderful properties about.

Note that isomorphic structures might not look like each other at all! ${ }^{1}$ But in general, it's not too hard to show that two things are isomorphic: just come up with an isomorphism. It's not so easy to show that two things are not isomorphic: what if there was a crazy isomorphism that we never thought of?

Definition 2.30. Let $k$ be a field. An invariant of $k$ is any property of $k$ which is preserved by every isomorphism.

For example, having the element "san" is not an invariant, since our "field" $k^{J P}$ had "san" but was isomorphic to $k^{E S}$, where that element was replaced with "tres." This is our strategy to prove that two fields $k$ and $F$ are not isomorphic: find an invariant of $k$ which is not true of $F$.

An example of an invariant is cardinality. If $k$ and $F$ do not have the same cardinality, then there are no bijections $k \rightarrow F$ and so we have no hope of finding an isomorphism.

But if $k$ and $F$ have the same cardinality, then we need to use the field structure itself to find an invariant. One idea is to try to find an equation whose solution sets in $k$ and $F$ cannot be bijected.

[^0]Example 2.31. The fields $\mathbf{Q}, \mathbf{R}$, and $\mathbf{C}$ are not isomorphic. First, $\mathbf{Q}$ is not isomorphic to either $\mathbf{R}$ or $\mathbf{C}$, because both $\mathbf{R}$ and $\mathbf{C}$ are uncountable and so there can be no bijections between $\mathbf{Q}$ and either $\mathbf{R}$ or $\mathbf{C}$.

Second, we must show that $\mathbf{R}$ and $\mathbf{C}$ are not isomorphic. The equation $x^{4}=1$ has two solutions in $\mathbf{R}$, namely $x=1$ and $x=-1$, but four in $\mathbf{C}$, since $x=i$ and $x=-i$ also have two solutions. So if $\iota: \mathbf{C} \rightarrow \mathbf{R}$ is an isomorphism, then $i^{4}=1$, so $\iota(i)^{4}=1$. Therefore $\iota(i)=-1$ or $\iota(i)=1$. But $\iota(-1)=-1$ and $\iota(1)=1$. So $\iota$ is not injective, a contradiction.

We have already generalized the notion of two sets being equal to two fields being isomorphic: they're not literally the same, but they're "close enough for our purposes as field theorists." Now we generalize the notion of subset, keeping in mind that if $\iota: k \rightarrow F$ is a morphism of fields, then $\iota(k)$ is isomorphic to $k$, so $k$ is "close enough for our purposes" to a subset of $F$.

Definition 2.32. Let $k$ and $F$ be fields. If there is a morphism of fields $k \rightarrow F$, we say that $F$ is a extension field of $k$, or that $k$ is a subfield of $F$.

So $\mathbf{R}$ is an extension field of $\mathbf{Q}$. So are $\mathbf{A}, \mathbf{C}$ and $\mathbf{Q}(x)$. This isn't a coincidence.
Lemma 2.33. Let $k$ be a field of characteristic 0 . Then $k$ is an extension field of $\mathbf{Q}$.
Proof. Let us define $n^{\prime}$ to be $1+1+\cdots+1$ ( $n$ times) in $k$. Then the map $n \mapsto n^{\prime}$ is injective: if not, say $n^{\prime}=m^{\prime}$, then $n^{\prime}-m^{\prime}=0$, so $(n-m)^{\prime}=0$, so $k$ is characteristic $p$ for some $0<p \leq n-m$, which is a contradiction. Therefore we can treat the elements $n^{\prime}$ of $k$ as though they were natural numbers.

We define $\iota: \mathbf{Q} \rightarrow k$ in stages. First we define it on $\mathbf{N}$ : if $n \in \mathbf{N}$ then $\iota(n)=n^{\prime}$. This forces us to define $\iota(-n)=-(1+1+\cdots+1)$ (and $\iota(0)=0)$. So $\iota$ is defined on $\mathbf{Z}$. Then if $n / m \in \mathbf{Q}$, we have no choice but to define $\iota(n / m)=\iota(n) / \iota(m)$. This is typical in the definition of a morphism in lots of different branches of math: once we define it on a small subset of the domain, we have no choice but to define it on the rest of the domain in a certain way. (Actually, in this case, we had to define $\iota(n)=n^{\prime}$.)

Now we show that $\iota$ is a morphism of fields. Let $n / m, j / \ell \in \mathbf{Q}$. Then

$$
\begin{aligned}
\iota\left(\frac{n}{m}+\frac{j}{\ell}\right) & =\iota\left(\frac{n \ell+j m}{m \ell}\right)=\frac{\iota(n \ell+j m)}{\iota(m \ell)} \\
& =\frac{(n \ell+j m)^{\prime}}{(m \ell)^{\prime}}=\frac{(n \ell)^{\prime}+(j m)^{\prime}}{(m \ell)^{\prime}} \\
& =\frac{n^{\prime}}{m^{\prime}}+\frac{j^{\prime}}{\ell^{\prime}}=\iota\left(\frac{n}{m}\right)+\iota\left(\frac{j}{\ell}\right) .
\end{aligned}
$$

The argument is similar for multiplication, and we leave it as Homework 2.43. So $\iota$ is a morphism of fields.

Something similar happens if $k$ is NOT of characteristic 0 .
Lemma 2.34. Let $k$ be a field of characteristic $p \neq 0$. Then $p$ is a prime number, and $k$ is an extension field of $\mathbf{F}_{p}$.

Proof. Once we have shown that $p$ is prime, we can just copy and paste the argument from Lemma 2.33. We then leave the remaining details to you in Homework 2.44.

So we must rule out the case that $p$ is composite, which we do by contradiction. Assume $\ell$ is a prime number which divides $p$, such that $\ell \neq p$ (which exists by the fundamental theorem of arithmetic). So $\ell<p$, and so $\ell \in \mathbf{F}_{p}$. Also, $p / \ell \in \mathbf{F}_{p}$. So $(p / \ell) \cdot \ell=p=0$ modulo $p$, so $(p / \ell) \cdot \ell=0$ in $k$. This is a contradiction of Proposition 2.8. Therefore $p$ is not composite.

Definition 2.35. The fields $\mathbf{Q}$ and $\mathbf{F}_{p}$ for $p$ prime are called prime fields.
Summarizing the above discussion:
Theorem 2.36. Every field is an extension of a prime field.

### 2.2.1 Exercises

Definition 2.37. Say that a field $\bar{k}$ is algebraically closed if for every polynomial $p: \bar{k} \rightarrow \bar{k}$, there is a root $x \in \bar{k}$, i.e. $p(x)=0$.

Discussion topic 2.38. Let $\mathbf{Q}(\sqrt{2})$ be the subfield of $\mathbf{R}$ consisting of all elements $x \in \mathbf{R}$ such that we can write

$$
x=a+b \sqrt{2},
$$

for $a, b \in \mathbf{Q}$. Show that $\mathbf{Q}(\sqrt{2})$ is actually a field, and that there are exactly two morphisms of fields $\mathbf{Q}(\sqrt{2}) \rightarrow \mathbf{Q}(\sqrt{2})$.
Discussion topic 2.39. Prove Proposition 2.24.
Discussion topic 2.40. Let $p$ be a prime number and $q=p^{2}$. Let $\mathbf{F}_{q}$ denote a set with $q$ elements containing $\mathbf{F}_{p}$. Define elements on $\mathbf{F}_{p}$ which make $\mathbf{F}_{p}$ a field. (Hint: first try when $p=2$.) If you are brave, try to do this for $q=p^{k}$, where $k \in \mathbf{N}$.

Discussion topic 2.41. Let $k$ be a prime field and let $\iota: k \rightarrow F$ be a morphism of fields and let $P$ the prime field of $k$. Show that $\iota$ is constant on $P$.
Discussion topic 2.42. Show that algebraic closure is an invariant. In other words, if $\bar{k}$ is an algebraically closed field, and $\iota: \bar{k} \rightarrow F$ is an isomorphism of fields, then $F$ is an algebraically closed field.

Homework 2.43. Complete the proof of Lemma 2.33 by showing that if $\iota: \mathbf{Q} \rightarrow k$ is as above, then $\iota$ preserves multiplication.
Homework 2.44. Complete the proof of Lemma 2.34 by defining a function $\iota: \mathbf{F}_{p} \rightarrow k$, for $k$ as above, and showing that $\iota$ is a morphism of fields.

Homework 2.45. Let $k, F, E$ be fields. Show that:

1. $k$ is isomorphic to $k$;
2. if $k$ is isomorphic to $F$ then $F$ is isomorphic to $k$;
3. and if $k$ is isomorphic to $F$ and $F$ is isomorphic to $E$ then $k$ is isomorphic to $E$.

So isomorphism is an equivalence relation on the category of all fields. Compare this to Exercise 1.30, from when you were first starting out. Can you think of similar theorems? (Maybe if you've taken Math 54...?)
Homework 2.46. Let $k$ be a field, which is an extension of $F$ and of $E$. Show that $F \cap E$ has more than one element if and only if $F \cap E$ is a field.
Homework 2.47. If there is a morphism of fields $k \rightarrow F$, show that char $k=$ char $F$.
Notice that this implies that characteristic is an invariant. But this is actually stronger than that, since we didn't assume that the morphism in question was surjective.

### 2.3 Existence of algebraic closures, and Zorn's lemma

Here's an optional section which will demonstrate a useful proof technique that every math major should see at least once in their lives: proof of existence by Zorn's lemma.

Our goal is the following theorem.
Theorem 2.48. If $k$ is any field, then there is an algebraically closed field $\bar{k}$ and a morphism of fields $k \rightarrow \bar{k}$.

To do this, we'll need a very powerful property known as Zorn's lemma. To do this, we'll need to develop a branch of math known as order theory a little.

Definition 2.49. Let $X$ be a set. A partial ordering $\leq$ of $X$ is a binary relation on $X$ such that for every $x_{1}, x_{2}, x_{3} \in X$,

1. Reflexivity: $x_{1} \leq x_{1}$.
2. Antisymmetry: If $x_{1} \leq x_{2}$ and $x_{2} \leq x_{1}$, then $x_{1}=x_{2}$.
3. Transitivity: If $x_{1} \leq x_{2}$ and $x_{2} \leq x_{3}$ then $x_{1} \leq x_{3}$.

We say that $(X, \leq)$ is a poset.
Definition 2.50. Let $X$ be a poset. A chain $Y$ in $X$ is a subset $Y \subseteq X$ such that for every $y_{1}, y_{2} \in Y$, either $y_{1} \leq y_{2}$ or $y_{2} \leq y_{1}$.

Definition 2.51. Let $X$ be a poset and $Y \subseteq X$. If there is a $y^{*} \in X$ such that for every $y \in Y, y \leq y^{*}$, we say that $y^{*}$ is an upper bound for $Y$.

Definition 2.52. Let $X$ be a poset and $x^{*} \in X$. If the only $x \in X$ such that $x^{*} \leq x$ is $x^{*}$, then we say that $x^{*}$ is maximal for $X$.

Axiom 2.53 (Zorn's lemma). Let $X$ be a nonempty poset, such that for every chain $Y$ in $X, Y$ has an upper bound. Then $X$ has a maximal element.

The proof of Zorn's lemma uses transfinite induction, so we won't discuss it except in the additional practice, Homework ??. ${ }^{2}$

In what follows, we use $k[x]$ to denote the set of all polynomials.

[^1]Theorem 2.54 (Kronecker). Let $k$ be any field and $p \in k[x]$. Then there is an extension $F$ of $k$ and an element $z \in F$ such that $p(z)=0$.

The proof of Kronecker's theorem is difficult, and we only need it to show that there is an extension of $k$ satisfying certain conditions. We could skip it for lack of time, though it does demonstrate some "categorical" proof techniques used in advanced algebra classes, because it has nothing to do with Zorn's lemma.

Proof. We first note that without loss of generality we can assume that $p$ is an irreducible polynomial: if $f, g \in k[x]$ have $f g=p$, then $f=p$ and $g=1$. Otherwise, we can factor $p$ and use induction on the number of factors.

We define an equivalence relation $\sim$ on $k[x]$, by saying that $f \sim g$ assuming that there is a $h \in k[x]$ such that

$$
f(x)=g(x)+h(x) p(x) .
$$

We choose a subset $F$ of $k[x]$, consisting of exactly one $f$ from each equivalence class. So if $f \in F$ and $f \sim g$, then $f=g$; and for every $g \in k[x]$, there is an $f \in F$ such that $f \sim g$. Elements of $F$ are known as residue classes with respect to $p$.

Notice that there is a surjective function $\pi: k[x] \rightarrow F$ to its residue class. That is, if $f \in k[x]$, let $\pi(f)$ be the unique $g \in F$ such that $f \sim g$.

For $f, g \in F$ we define $f+g$ to be $\pi\left(f+_{k[x]} g\right), f g=\pi\left(f \cdot_{k[x]} g\right), 0=\pi\left(0_{k[x]}\right)$, and $1=\pi\left(1_{k[x]}\right)$. We claim that $F$ is a field, unimaginatively known as the residue class field of $p$.

We leave it to you to show that $\pi$ preserves field operations, except inversion of multiplication (Exercise 2.56). This implies that $F$ satisfies associativity, commutativity, identity, distributivity, and inversion of addition. Later we will see that $F$ has at least the cardinality of $k$, so $F$ is nondegenerate.

For inversion of multiplication, let $f \in F$. We need to find $g, h \in k[x]$ such that for every $x \in k$,

$$
f(x) g(x)=1+h(x) p(x) .
$$

We leave it to you to show that this is possible assuming that $p$ is irreducible (Exercise 2.57).
Let $\mathrm{j}: k \rightarrow k(x)$ be the usual morphism of fields. Notice that the image of J is contained in $k[x]$, so it makes sense to define $\iota=\pi \circ \mathrm{J}$. By Exercise 2.56, it follows that $\iota$ is a morphism of fields $k \rightarrow F$. Therefore $F$ is an extension of $k$.

Now let $f \in k[x]$ be given by $f(x)=x$, and let $z=\pi(f)$. We claim that $p(z)=0$. First, $0=0+0 p$, so $0 \sim p$. Therefore $\pi(p)=0$. Also, $p(f(x))=p(x)$, and since $\pi$ preserves operations, $p(z)=p(\pi(f))=\pi(p)(f)=0(f)=0$.

To motivate the following proof a bit more, notice that it's not obvious that $\mathbf{Q}$ has an algebraic closure. We have already seen that $\mathbf{Q}(\sqrt{2})$ is an algebraic extension of $\mathbf{Q}$. So is $\mathbf{Q}(\sqrt{2}, \sqrt{3})$, and $\mathbf{Q}(\sqrt{2}, \sqrt{3}, \sqrt{5})$, and so on, until we have hit the square root of every prime number. This is already an infinite process, and we have only just begun, because that only covered the quadratic polynomials - and because it's an argument that only works specifically for $\mathbf{Q}$. So we have to repeat this argument again and again, infinitely many times, to hit every kind of polynomial over every field - and even then, how should we know that what we ended up was an algebraically closed field? It seems hopeless, but Zorn's lemma
collapses down all those infinities into a formulaic, four-step process. As Tim Gowers put it, "If you are building a mathematical object in stages and find that (i) you have not finished even after infinitely many stages, and (ii) there seems to be nothing to stop you continuing to build, then Zorn's lemma may well be able to help you."

Definition 2.55. An extension $F$ of $k($ say, $\mathrm{\jmath}: k \rightarrow F)$ is an algebraic extension if for every morphism of fields $\iota: k \rightarrow E$ such that $E$ is an algebraically closed field, there is a morphism of fields $\varphi: F \rightarrow E$ such that

$$
\iota=\varphi \circ \mathrm{J} .
$$

Let $\mathcal{F}$ be the set of all algebraic extensions of $k$ not isomorphic to $k$.
We want to use Zorn's lemma on $\mathcal{F}$, and a proof by Zorn's lemma has four steps:

1. Show that $\mathcal{F}$ is nonempty.
2. Show that $\mathcal{F}$ admits a partial ordering.
3. Show that every chain in $\mathcal{F}$ has an upper bound.
4. Show that the maximal element of $\mathcal{F}$ that exists by Zorn's lemma has the desired condition.

Proof of Theorem 2.48. If $k$ is algebraically closed then there is nothing to prove. So we assume $k$ is not algebraically closed.

We first show $\mathcal{F}$ is nonempty. Indeed, since $k$ is not algebraically closed, there is a polynomial $p \in k[x]$ such that $p(z) \neq 0$ for every $z \in k$. By Kronecker's theorem, we can find an extension $F$ and a $z \in F$ such that $p(z)=0$. Moreover, if $F$ is not algebraic over $k$, then there is an algebraically closed field $E$ such that $E$ is an extension of $k$ (and that $F$ is an extension of $E$ ), and there is nothing for us to prove. So we might as well assume $F$ is algebraic over $k$. Therefore $F \in \mathcal{F}$.

We now say that $F \leq E$ if $E$ is an extension of $F$. Then $\leq$ is a partial ordering of $\mathcal{F}$ : the identity shows $F \leq F$; if $F \leq E$ and $E \leq K$, then we can find a morphism of fields $F \rightarrow K$ by compositionality, which proves transitivity; for antisymmetry, if $\iota: F \rightarrow E$ and $\mathrm{\jmath}: E \rightarrow F$ are morphisms, then $\mathrm{\jmath} \circ \iota$ is an isomorphism.

So now let $\mathcal{C}$ be a chain in $\mathcal{F}$. We need to find a field $K$ which is an upper bound to $\mathcal{C}$. To do this, notice that if $E, F \in \mathcal{C}$, then either $E \leq F$ or $F \leq E$, so we can assume without loss of generality $F \leq E$. Then if $\iota: F \rightarrow E$ is a morphism of fields, $\iota(F) \subseteq E$. So we can assume without loss of generality that $F \subseteq E$, since $F$ is isomorphic to $\iota(F)$.

Therefore we can assume that if $F, E \in \mathcal{C}$ and $F \leq E$, then $F \subseteq E$. Let $K=\bigcup \mathcal{C}$. For $x, y \in K$, there is a $E \in \mathcal{C}$ such that $x, y \in E$, and since $E$ is a field, $x+y, x y,-x$, and $x^{-1}$ are defined and satisfy the usual conditions. Therefore $K$ is a field. Just like with the proof that $\mathcal{F}$ is nonempty, we can assume $K$ is an algebraic extension of $k$, so $K \in \mathcal{F}$. If $F \in \mathcal{C}$, then $F \subseteq K$, so $F \leq K$. Therefore $K$ is an upper bound for $\mathcal{C}$. (Mathematicians call $K$ the injective limit of $\mathcal{C}$ and write

$$
K=\underset{\longrightarrow}{\lim \mathcal{C}} .
$$

Can you guess why?)

So by Zorn's lemma, there is a field $\bar{k} \in \mathcal{F}$ which is maximal. By assumption, $\bar{k}$ is an algebraic extension of $k$. Assume that $\bar{k}$ is not algebraically closed. Then there is a polynomial $p \in \bar{k}[x]$ such that for every $x \in \bar{k}, p(x) \neq 0$, so by Kronecker's theorem there is an algebraic extension $F$ over $\bar{k}$ which is not isomorphic to $\bar{k}$. Then $F$ is an algebraic extension of $k$, which contradicts maximality of $\bar{k}$.

### 2.3.1 Exercises

Homework 2.56. Fill in details of the proof of Kronecker's theorem, Theorem 2.54, by showing that the map $\pi$ has $\pi(f+g)=\pi(f)+\pi(g), \pi(0)=0, \pi(1)=1$, and $\pi(-f)=-f$.
Homework 2.57. Fill in details of the proof of Kronecker's theorem, Theorem 2.54, by showing that if $p \in k[x]$ is an irreducible polynomial, and $f \in k[x]$, then there are $g, h \in k[x]$ such that

$$
f(x) g(x)=1+h(x) p(x) .
$$

Homework 2.58 (for brave students of Math 54). Show that every vector space has a basis using Zorn's lemma. To do this, let $\mathcal{F}$ be the set of all linearly independent subsets of a vector space $V$. Following the outline above, show that the poset $(\mathcal{F}, \subseteq)$ has a maximal element, and that an element $\beta \in \mathcal{F}$ is maximal iff $\beta$ spans $V$.

It might be surprising to learn that we could take the theorem "every vector space has a basis" and use it to prove Zorn's lemma, the axiom of choice, etc. The reason why is that there are vector spaces of very large cardinality, where bases act very differently than in finite dimensions!

## Chapter 3

## Math 104: Rigorous calculus

In calculus, you learn that a function is continuous if "you can draw its graph without lifting your pencil from the paper." However, this seems hopelessly difficult to prove properties about in $\mathbf{R}$ using the machinery we've developed so far: we have learned how to write down symbols, not draw pictures (though pictures can be a useful tool in developing proofs!)

If $f: \mathbf{R} \rightarrow \mathbf{R}$ is "continuous in the pencil sense," then the graph doesn't have any "jumps," which happens if whenever $x$ and $y$ are "close," that $f(x)$ and $f(y)$ are "close."

### 3.1 Continuity

Before we give the definition of continuity, we'll give some useful notation. If a property $P(x)$ holds for all $x$ in a set $X$, we write $\forall x \in X P(x)$ (read "for all $x \in X, P(x)$ ). If a property holds for at least one $x$, we write $\exists x \in X P(x)$ (read "there exists an $x \in X$ such that $P(x)$.") The symbols $\forall$ and $\exists$ are called quantifiers.
Definition 3.1. A continuous function is a function $f: \mathbf{R} \rightarrow \mathbf{R}$ such that for each $x \in \mathbf{R}$ and $\varepsilon>0$ there is a $\delta>0$ such that for every $y \in \mathbf{R}$ such that $|y-x|<\delta$,

$$
|f(y)-f(x)|<\varepsilon
$$

In symbols, one has

$$
\forall x \in \mathbf{R} \forall \varepsilon>0 \exists \delta>0 \forall y \in \mathbf{R}|y-x|<\delta \Longrightarrow|f(y)-f(x)|<\varepsilon
$$

The game of continuity goes like this. If we want our function to be continuous at $x \in \mathbf{R}$, we fix an $\varepsilon>0$ - it doesn't matter how small. For this choice of $\varepsilon$, we need to find the corresponding $\delta>0$ such that the above condition holds. In other words, our $\delta$ is a function of $\varepsilon$ and $x$.

For this reason, quantifier order is important! If we had instead said that there is a $\delta>0$ such that for every $\varepsilon>0 \ldots$ then one $\delta$ would have to work for every $\varepsilon$. This would imply that the range of the function had length at most $\delta$.
Example 3.2. Let $f(x)=x$. We claim that $f$ is continuous.
Indeed, let $\varepsilon>0$ and $x \in \mathbf{R}$. We must find a $\delta>0$ such that if $y \in \mathbf{R}$ and $|y-x|<\delta$, $|f(y)-f(x)|<\varepsilon$. But this just means that we need to find a $\delta$ such that if $|y-x|<\delta$, then $|y-x|<\varepsilon$. So let $\delta=\varepsilon$. Since we could find such a $\delta$, it follows that $f$ is continuous.

Discussion topic 3.3. Show that if $z \in \mathbf{R}$, the constant function $f(x)=z$ is continuous.
Another useful characterization of continuity is in terms of sequences.
Definition 3.4 (sequences). Let $X$ be a set. A sequence in $X$ is a function $x: \mathbf{N} \rightarrow X$.
Since sequences are "special" functions, we usually write $x(n)$ as $x_{n}$, and write $x$ as $\left(x_{n}\right)$.
Definition 3.5 (convergence). A sequence of real numbers $\left(x_{n}\right)$ converges to $x \in \mathbf{R}$ in a metric space if

$$
\forall \varepsilon>0 \exists N>0 \forall n \geq N\left|x_{n}-x\right|<\varepsilon .
$$

We write this as $x_{n} \rightarrow x$ or

$$
\lim _{n \rightarrow \infty} x_{n}=x .
$$

The definition of a continuous function has several inequalities. We'll often need to use the triangle inequality (Homework 1.6) to break up a "difficult" inequality into lots of easier inequalities. For convenience, we restate the conclusion:

Theorem 3.6 (triangle inequality). Let $x, y, z \in \mathbf{R}$. Then

$$
|x-z| \leq|x-y|+|y-z| .
$$

Theorem 3.7. A function $f: \mathbf{R} \rightarrow \mathbf{R}$ is continuous if and only if for all $x \in \mathbf{R}$ and all sequences $x_{n} \rightarrow x$,

$$
\lim _{n \rightarrow \infty} f\left(x_{n}\right)=f(x)
$$

Proof. First we fix $x \in \mathbf{R}$.
If $f$ is continuous and $\left(x_{n}\right)$ is a sequence converging to $x$, then there are really three different $\varepsilon$ s floating around:

1. We are given a sequence $x_{n} \rightarrow x$, meaning

$$
\forall \varepsilon>0 \exists N>0 \forall n \geq N\left|x_{n}-x\right|<\varepsilon
$$

2. We know $f$ is continuous at $x$, meaning

$$
\forall \delta>0 \exists \rho>0 \forall y \in \mathbf{R}, \quad|y-x|<\delta \Longrightarrow|f(y)-f(x)|<\varepsilon .
$$

3. We want to show $f\left(x_{n}\right) \rightarrow f(x)$, meaning

$$
\forall \varepsilon>0 \exists N>0 \forall n \geq N\left|f\left(x_{n}\right)-f(x)\right|<\varepsilon
$$

Let $\varepsilon>0$. Since $f$ is continuous, there is a $\delta>0$ which is allowed to depend on $\varepsilon$ such that if $|y-x|<\delta$ then $|f(y)-f(x)|<\varepsilon$. Since $x_{n} \rightarrow x$, there is a $N>0$ which is allowed to depend on $\delta$ such that $\forall n \geq N,\left|x_{n}-x\right|<\delta$. But then $\forall n \geq N,\left|f\left(x_{n}\right)-f(x)\right|<\varepsilon$, which completes the proof.

For the converse, we'll proceed by contradiction. So now we need to talk about how to negate quantifiers. Notice that if $\neg$ is the symbol for "not", then $\neg \forall$ is the same as $\exists \neg$ :
if it is not true that every $x$ has some property, then there must be some $x$ without that property. Similarly, $\neg \exists$ is the same as $\forall \neg$.

Since we are proceeding by contradiction, we assume that $f$ is not continuous at $x$. So

$$
\exists \varepsilon>0 \forall \delta>0 \exists y \in \mathbf{R}|y-x|<\delta \text { and }|f(y)-f(x)| \geq \varepsilon .
$$

So, let $\delta_{\varepsilon}=\frac{1}{n}$. As we vary $n$, we get a sequence $x_{n}$ s.t. $\left|x_{n}-x\right|<\delta_{\varepsilon}=\frac{1}{n}$. In particular as $n \rightarrow \infty$, we see that $x_{n} \rightarrow x$ and for every $n,\left|f\left(x_{n}\right)-f(x)\right| \geq \varepsilon$. In other words, we have produced a sequence $\left\{x_{n}\right\}$ converging to $x$ but $f\left(x_{n}\right) \nrightarrow f(x)$ as desired.

Proposition 3.8. If $f, g: \mathbf{R} \rightarrow \mathbf{R}$ are continuous, then $g \circ f: X \rightarrow Z$ is continuous.
Proof. Consider a sequence converging to $p, x_{n} \rightarrow p$.
Then, since the function $f$ is continuous (using the limit function of continuity or the $\varepsilon-\delta$ definition) applying $f$ to the sequence means $f\left(x_{n}\right) \rightarrow f(p)$. Let $y_{n}=f\left(x_{n}\right)$ and $q=f(p)$, since $f$ maps $X \rightarrow Y$. Then $y_{n} \rightarrow q$.

Then applying $g$ to $y_{n} \rightarrow q$ means $g\left(y_{n}\right) \rightarrow g(q)$ since $g$ is also a continuous function. This implies $g \circ f\left(x_{n}\right)=g\left(f\left(x_{n}\right)\right) \rightarrow g(q)$ where $g(q) \in Z$.

Example 3.9. Show that $f: \mathbf{R} \rightarrow \mathbf{R}$ where

$$
f(x)= \begin{cases}\sin \left(\frac{1}{x}\right) & \text { if } x \neq 0 \\ 0 & \text { otherwise }\end{cases}
$$

is not continuous at 0 .
Proof. Consider the sequence

$$
x_{k}=\frac{1}{\frac{\pi}{2}+2 \pi k} .
$$

Then $f\left(x_{k}\right)=\sin \left(\frac{\pi}{2}+2 \pi k\right)=1$, because $\forall k \in \mathbf{Z}$,

$$
\sin \left(\frac{\pi}{2}+2 \pi k\right)=1
$$

Thus, $\lim _{k \rightarrow \infty} f\left(x_{k}\right)=1 \neq 0=f(0)$.
Example 3.10. Show that $f: \mathbf{R} \rightarrow \mathbf{R}$ where

$$
f(x)=\left\{\begin{array}{cc}
x \sin \left(\frac{1}{x}\right) & \text { if } x \neq 0 \\
0 & \text { otherwise }
\end{array}\right.
$$

is continuous at 0 .
Proof. Take $\varepsilon>0$. We want to show that $|f(x)|<\varepsilon$ when $|x|<\delta$.
Assume $|x|<\delta$ and let $\delta=\varepsilon$. This is trivially true when $x=0$. Thus, we want to show this is true when $x \neq 0$.

We know $-1 \leq \sin (\theta) \leq 1$ because $\sin$ oscillates between $\pm 1$. Let $\theta=\frac{1}{x}$. Then $-1 \leq \sin \left(\frac{1}{x}\right) \leq 1$.

$$
\begin{aligned}
|f(x)| & =\left|x \sin \left(\frac{1}{x}\right)\right| \\
& =|x|\left|\sin \left(\frac{1}{x}\right)\right| \\
& \leq|x|<\varepsilon
\end{aligned}
$$

From the above examples, we can see that to show an explicit $f$ is continuous, it is usually easier to use $(\varepsilon, \delta)$ definition of continuity.

But to show an explicit $f$ is not continuous it is usually easier to use the sequence definition of continuity: just find any sequence for which the convergence property fails, and $f$ will then not be continuous.

### 3.1.1 Exercises

Discussion topic 3.11. Show that if $f$ and $g$ are continuous, $f+g, f g$, and $|f|$ are continuous as well. Moreover, show that if $f$ is a polynomial, then $f$ is continuous.
Discussion topic 3.12. Show that $\mathbf{Q}$ is dense in $\mathbf{R}$ in the sense that for every $x \in \mathbf{R}$, there is a sequence of rational numbers $x_{n}$ such that $x_{n} \rightarrow x$.

Let $f, g: \mathbf{R} \rightarrow \mathbf{R}$ be continuous functions. Assume that for every $q \in \mathbf{Q}$, we have $f(q)=g(q)$. Now show that for every $x \in \mathbf{R}, f(x)=g(x)$.
Discussion topic 3.13. Let $f: \mathbf{Z} \rightarrow \mathbf{R}$ be any function. Show that $f$ is continuous (so for every $x \in \mathbf{Z}$ and $\varepsilon>0$ there is a $\delta>0$ such that for every $y \in \mathbf{Z}$ with $|y-x|<\delta$, $|f(y)-f(x)|<\varepsilon$.
Discussion topic 3.14. Let $\alpha \in \mathbf{R}$. Say that a function $f: \mathbf{R} \rightarrow \mathbf{R}$ is $\alpha$-Hoelder if there is a $C>0$ such that for every $x, y \in \mathbf{R}$,

$$
|f(y)-f(x)| \leq C|y-x|^{\alpha} .
$$

Let $f$ be $\alpha$-Hoelder. Show that if $\alpha>0$, then $f$ is uniformly continuous. Show that if $\alpha>1$ then $f$ is constant.
Discussion topic 3.15. Let

$$
f(x)=\left\{\begin{array}{cc}
1 & \text { if } x \in \mathbf{Q} \\
0 & \text { otherwise }
\end{array}\right.
$$

Show $f$ is not continuous $\forall x \in \mathbf{R}$.
Homework 3.16. Let $f:[0,1] \rightarrow \mathbf{Z}$ be a continuous function. Show that $f$ is constant.

### 3.2 Continuous functions on compact intervals

Recall from calculus that the closed interval $[a, b]$ is defined by

$$
[a, b]=\{x \in \mathbf{R}: a \leq x \leq b\} .
$$

(For reasons we shall soon see, we also call this the compact interval.) In contrast to the compact interval, we also can consider the open interval

$$
(a, b)=\{x \in \mathbf{R}: a<x<b\} .
$$

For open intervals we allow $a=-\infty$ and $b=\infty$. So for example, $(a, \infty)=\{x \in \mathbf{R}: x>a\}$ while $(-\infty, \infty)=\mathbf{R}$.

In this section we'll prove the following three theorems about continuous functions:
Theorem 3.17 (intermediate value theorem). Let $f:[a, b] \rightarrow \mathbf{R}$ be continuous. Then $\forall y \in f([a, b]) \exists x \in[a, b]$ such that $f(x)=y$.

Theorem 3.18 (extreme value theorem). Let $f:[a, b] \rightarrow \mathbf{R}$ be continuous. Then there exist $c, d \in[a, b]$ such that for every $x \in[a, b], f(x) \in[f(c), f(d)]$.

Definition 3.19. A function $f:[a, b] \rightarrow \mathbf{R}$ is uniformly continuous if for every $\varepsilon>0$ there is a $\delta>0$ such that for every $x, y \in[a, b]$ with $|y-x|<\delta,|f(y)-f(x)|<\varepsilon$.

Notice that uniform continuity is stronger than continuity: $\delta$ does not depend on the point $x$, only on $\varepsilon$. A function whose derivative blows up will not be uniformly continuous. So you can think of uniform continuity as being related to "bounded derivatives." Besides, uniform continuity illustrates the importance of quantifier order: formally, a function $f$ is uniformly continuous if

$$
\forall \varepsilon>0 \exists \delta>0 \forall x, y \in \mathbf{R}|y-x|<\delta|f(y)-f(x)|<\varepsilon
$$

Note the similarity to the definition of continuity, the only difference being that we swapped quantifier order.

Theorem 3.20 (Heine-Cantor). Let $f:[a, b] \rightarrow \mathbf{R}$ be continuous. Then $f$ is uniformly continuous.

These results are not true about $\mathbf{Q}$, or even $(a, b)$, or even $\mathbf{R}$ ! So we must use a very special property of $[0,1]$, to prove these theorems.

Definition 3.21. Let $\mathcal{U}$ be a family of open intervals $(a, b)$ (where we allow $a=-\infty$ or $b=\infty)$. If $\bigcup \mathcal{U} \supseteq A$, we say that $\mathcal{U}$ is a open cover of $A$.

Axiom 3.22 (compact-connected principle). Let $\mathcal{U}$ be an open cover of $[a, b]$. Then:

1. (Compactness) There are finitely many open intervals $U_{1}, \ldots, U_{n} \in \mathcal{U}$ such that

$$
\mathcal{U}^{b}=\left\{U_{1}, \ldots, U_{n}\right\}
$$

is an open cover of $[a, b]$.
2. (Connectedness) There are two distinct open intervals $U_{1}, U_{2} \in \mathcal{U}$ such that $U_{1} \cap U_{2}$ is nonempty.

We will take the compact-connected principle on faith. It can be proven to be equivalent to other properties of $[0,1]$ or $\mathbf{R}$ (the most famous being the Cauchy completion axiom, and the least-upper-bound axiom), but one cannot prove it completely from scratch. This is similar to the well-ordering principle of $\mathbf{N}$ : there is no question of proving the compactconnected axiom. (In Math 104, you might prove that there is an ordered field $k$ whose unit interval $[0,1]$ satisfies compact-connected principle and simply declare by fiat that $\mathbf{R}=k$. For example, see Chapter 1 of Pugh.)

At least the compact-connected principle is intuitive. Compactness means that you cannot fit infinitely many intervals into the finite region $[a, b]$. On the other hand, connectedness means that $[a, b]$ cannot be torn into two distinct intervals.

Proving results using the compactness half, which is also known as the Heine-Borel covering lemma, is an example of a compactness argument: we have infinitely many open intervals to work with, which is rather difficult. So, to avoid the hassle, we replace them with a more "compact" alternative: only finitely many open intervals, which is much more manageable. (More generally, a set satisfying a variant of the Heine-Borel theorem is called a compact set, but discussing this would take us too far afield.)

Notice the analogy with induction: $\mathbf{N}$ had a certain wonderful property, the well-ordering principle, which gave us a powerful proof technique which reduced an infinite process to a process with only two steps. Here, $[a, b]$ also has a wonderful property, the compact-connected principle, which gives a proof technique which reduces an infinite process to a process with only finitely many steps.

Before proving these theorems, we'll also prove the following lemmata.
Lemma 3.23. Let $f: \mathbf{R} \rightarrow \mathbf{R}$ be a function. Then $f$ is continuous iff for every $a<b$, the preimage of $(a, b)$,

$$
f^{-1}((a, b))=\{x \in \mathbf{R}: f(x) \in(a, b)\}
$$

can be written as

$$
f^{-1}((a, b))=\left(x_{1}, y_{1}\right) \cup\left(x_{2}, y_{2}\right) \cup\left(x_{3}, y_{3}\right) \cup \cdots
$$

for some disjoint $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right), \ldots$
Proof. First assume $f$ is continuous. Let $a<b \in \mathbf{R}$. Either $U=f^{-1}((a, b))$ is empty or it isn't. If $U$ is empty, then we're done. So we can assume that there is a $x \in U$.

If we choose $\varepsilon>0$ to be small enough, then $(f(x)-\varepsilon, f(x)+\varepsilon) \subseteq(a, b)$. So $f^{-1}((f(x)-$ $\varepsilon, f(x)+\varepsilon)) \subseteq U$. So by continuity, there is a $\delta>0$ such that if $|y-x|<\delta, f(y) \in(a, b)$ and so $y \in U$. The set of all such $y$ is $(x-\delta, x+\delta)$, so $(x-\delta, x+\delta) \subseteq U$. So $x$ is contained in an open interval contained in $U$.

Let $\mathcal{U}(x)$ denote the set of all open intervals containing $x$ which are contained in $U$. All these open intervals intersect at $x$, and the union of overlapping open intervals is an open interval, say $\bigcup \mathcal{U}(x)=(\alpha(x), \beta(x))$. Since $x$ was arbitrary, we conclude that we can write $U$ as a union of open intervals $(\alpha(x), \beta(x))$. Besides, if $y \in(\alpha(x), \beta(x))$, then the largest open interval containing $y$ contained in $U$ is $(\alpha(x), \beta(x))$, so $\alpha(x)=\alpha(y)$ and $\beta(x)=\beta(y)$. We conclude that that $y$ lies in no other open interval. So the open intervals are disjoint.

We leave the converse to you as Exercise 3.25.

Lemma 3.24. If $K \subseteq \mathbf{R}$ satisfies the Heine-Borel covering lemma, then $K$ has a minimum and a maximum.

In other words, assume that for every open cover $\mathcal{U}$, there are finitely many open intervals $U_{1}, \ldots, U_{n} \in \mathcal{U}$ such that

$$
\mathcal{U}^{b}=\left\{U_{1}, \ldots, U_{n}\right\}
$$

is also an open cover of $K$. If this is true, then there is an element $x \in K$ such that for every $y \in K, f(y) \leq f(x)$ and an element $x \in K$ such that for every $y \in K, f(y) \geq f(x)$.

Proof. We first claim that $K$ is bounded: in other words, there is a $R>0$ such that $K \subseteq[-R, R]$. To do this, we need to use a compactness argument.

For every $x \in K$, let $U(x)=(x-1, x+1)$ and let $\mathcal{U}=\{U(x): x \in K\}$. Then $x \in U(x) \subseteq \mathcal{U}$, so $\mathcal{U}$ is an open cover. By compactness, it follows that there is a subset of $\mathcal{U}, \mathcal{U}^{b}=\left\{U\left(x_{1}\right), \ldots, U\left(x_{n}\right)\right\}$, which is also an open cover. So let

$$
R=\max \left(\left|x_{1}\right|,\left|x_{2}\right|, \ldots,\left|x_{n}\right|\right)+1
$$

Then if $x \in K$, there is a $i \leq n$ such that $x \in U\left(x_{i}\right)$. Moreover, $U\left(x_{i}\right) \subseteq[-R, R]$. So $K \subseteq[-R, R]$. This proves the claim.

We will now prove that $K$ has a maximum. To do this, we claim that the set $K^{\prime}$ of $x \in \mathbf{R}$ such that for every $y \in K, x>y$, is an open interval, say $(\alpha, \infty)$. From this, we will see that $\max K=\alpha$. Again we need to use a compactness argument.

Let $x \in K^{\prime}$ and for every $y \in K$ let $\omega(y)=(x-y) / 2$. (So $\omega(y)>0$ since $x>y$.) Let $U(y)=(y-\omega(y), y+\omega(y))$ and let $\mathcal{U}$ be the set of all such $U(y)$. Also, let $V(y)=$ $(x-\omega(y), x+\omega(y))$. Then $\mathcal{U}$ is an open cover, and let's say $\mathcal{U}^{b}=\left\{U\left(y_{1}\right), \ldots, U\left(y_{n}\right)\right\}$ is also an open cover. Let $W=\bigcup \mathcal{U}^{b}$ and let $S=V\left(y_{1}\right) \cap \cdots \cap V\left(y_{n}\right)$.

We will now prove that $S \cap W$ is empty. To prove that a set is empty, we proceed by contradiction. Let $z \in S \cap W$. Then $z \in V\left(y_{i}\right)$ for every $i \leq n$, but also there is a $j \leq n$ such that $z \in U\left(y_{j}\right)$. So $z \in U\left(y_{j}\right) \cap V\left(y_{j}\right)$. Therefore

$$
\left|y_{j}-x\right| \leq|z-x|+\left|y_{j}-z\right|<\omega\left(y_{j}\right)+\omega\left(y_{j}\right)=2 \omega\left(y_{j}\right)=\left|y_{j}-x\right| .
$$

Therefore $\left|y_{j}-x\right|<\left|y_{j}-x\right|$, a contradiction. So $S \cap W$ is empty.
Since $S \cap W$ is empty, then by choosing $\delta(x)=\min \left(\omega\left(y_{1}\right), \ldots, \omega\left(y_{n}\right)\right) / 2,(x-\delta(x), x+$ $\delta(x)) \subset K^{\prime}$. Since $x$ was arbitrary, it will follow that $K^{\prime}=\bigcup_{x \in K^{\prime}}(x-\delta(x), x+\delta(x))$, so $K^{\prime}$ is an open interval.

The proof that $K$ has a minimum is essentially the same.
With all this setup done, the proof of these three famous calculus theorems turns out to be quite easy!

Proof of Theorem 3.17. Intuitively, if the intermediate value theorem failed, then a continuous function would be able to "rip $[a, b]$ in two." This clearly would violate connectedness. So we proceed by contradiction.

Suppose that there is a $y \in f([a, b])$ such that for every $x \in[a, b], f(x) \neq y$. We now consider the open intervals $(-\infty, y)$ and $(y, \infty)$. Then $[a, b]=f^{-1}((-\infty, y)) \cup f^{-1}((y, \infty))$.

By Lemma $3.23 f^{-1}((-\infty, y))$ and $f^{-1}((y, \infty))$ are disjoint unions of open intervals in $[a, b]$, so we can write $[a, b]$ as a disjoint union of open intervals, say $[a, b]=\bigcup \mathcal{U}$ for some collection of disjoint, open intervals $\mathcal{U}$. Therefore there are $\alpha<\beta$ such that $[a, b]=(\alpha, \beta) \cup U$ where $U=\bigcup \mathcal{U} \backslash(\alpha, \beta)$, and the union is disjoint. This contradicts connectedness. Therefore the intermediate value theorem is true.

Proof of Theorem 3.18. Let $K=f([a, b])$. We claim that $K$ satisfies the Heine-Borel covering lemma. Then Lemma 3.24 will finish the proof.

Let $\mathcal{U}$ be an open cover of $K$. For each $U$ in $\mathcal{U}$, we let $\mathcal{V}(U)$ be the collection of open intervals given by Lemma 3.23. Then $\mathcal{W}=\bigcup_{U} \mathcal{V}(U)$ is an open cover of $[a, b]$ : if $x \in[a, b]$, then there is a $y \in K$ such that $f(x)=y$, and a $U \in \mathcal{U}$ such that $y \in U$, so a $V \in \mathcal{V}(U)$ such that $x \in V$, and $V \in \mathcal{W}$. So there is a subset $\mathcal{W}^{b}=\left\{W_{1}, \ldots, W_{n}\right\}$ of $\mathcal{W}$ which is also an open cover, by compactness of $[a, b]$.

Each of the $W_{j}$ was contained in some $f^{-1}(U)$, so let $U_{j}$ be the $U \in \mathcal{U}$ such that $f^{-1}\left(U_{j}\right)$ contained $W_{j}$, and let $\mathcal{U}^{b}=\left\{U_{1}, \ldots, U_{n}\right\}$. Then if $y \in K$, there is a $x \in[a, b]$ and a $j \leq n$ such that $x \in W_{j}$ and $f(x)=y$. So $y \in U_{j}$. So $\mathcal{U}^{b}$ is an open cover of $K$.

Proof of Theorem 3.20. Let $\varepsilon>0$. To prove the Heine-Cantor theorem we must find a $\delta>0$ such that if $|y-x|<\delta$, then $|f(y)-f(x)|<\varepsilon$.

Since $f$ is continuous, for every $x \in[a, b]$ there is a $\omega(x)>0$ such that if $|y-x|<$ $\omega(x),|f(y)-f(x)|<\varepsilon / 2$. We thus have infinitely many $\omega(x)$ 's to work with! This seems problematic, so we construct an open cover where each open interval corresponds to a $\omega(x)$, and then use a compactness argument to show that there are really only finitely many $\omega(x)$ 's to worry about.

Let

$$
U(x)=\left(x-\frac{\omega(x)}{2}, x+\frac{\omega(x)}{2}\right)
$$

Then $|f(y)-f(x)|<\varepsilon / 2$ as long as $y \in U(x)$. If

$$
\mathcal{U}=\{U(x): x \in[a, b]\}
$$

then for every $x \in[a, b], x \in U(x) \subseteq \bigcup \mathcal{U}$, so $\mathcal{U}$ is an open cover of $[a, b]$. Therefore there are finitely many $x_{1}, \ldots, x_{n}$ such that $\mathcal{U}^{b}=\left\{U\left(x_{1}\right), \ldots, U\left(x_{n}\right)\right\}$ is an open cover of $[a, b]$.

Now let

$$
\delta=\frac{\min \left(\omega\left(x_{1}\right), \ldots, \omega\left(x_{n}\right)\right)}{2}
$$

Since we are taking the minimum of a finite set and every $\omega\left(x_{i}\right)>0$, one has $\delta>0$. To finish the proof we just need to show that if $|y-x|<\delta$, then $|f(y)-f(x)|<\varepsilon$.

Let $|y-x|<\delta$. Since $\mathcal{U}^{b}$ is an open cover of $[a, b]$, there is a $i \leq n$ such that $x \in U\left(x_{i}\right)$. Then by definition of $U\left(x_{i}\right)$,

$$
\left|x_{i}-x\right|<\frac{\omega\left(x_{i}\right)}{2}
$$

so $\left|f\left(x_{i}\right)-f(x)\right|<\varepsilon / 2$. Moreover, we can use the triangle inequality, Theorem 3.6, to prove that

$$
\left|y-x_{i}\right| \leq\left|x_{i}-x\right|+|y-x|<\frac{\omega\left(x_{i}\right)}{2}+\delta \leq \frac{\omega\left(x_{i}\right)}{2}+\frac{\omega\left(x_{i}\right)}{2}=\omega\left(x_{i}\right)
$$

It follows that $\left|f(y)-f\left(x_{i}\right)\right|<\varepsilon / 2$. So

$$
|f(y)-f(x)| \leq\left|f(y)-f\left(x_{i}\right)\right|+\left|f\left(x_{i}\right)-f(x)\right|<\frac{\varepsilon}{2}+\frac{\varepsilon}{2}=\varepsilon
$$

again by the triangle inequality.

### 3.2.1 Exercises

Discussion topic 3.25. Prove the converse of Lemma 3.23. (Hint: for every $x \in \mathbf{R}$ and $\varepsilon>0$, use the fact that $(f(x)-\varepsilon, f(x)+\varepsilon)$ is an open interval.)

Discussion topic 3.26. Give examples of the following:

1. A continuous function $\mathbf{R} \rightarrow \mathbf{R}$ which violates the Heine-Cantor theorem.
2. A continuous function $\mathbf{Q} \rightarrow \mathbf{R}$ which violates the intermediate value theorem.
3. A continuous function $(a, b) \rightarrow \mathbf{R}$ with $-\infty<a<b<\infty$ which violates the extreme value theorem.

Discussion topic 3.27. Give examples of the following:

1. An open cover $\mathcal{U}$ of $(0,1)$ such that $(0,1)$.
2. An open cover $\mathcal{U}$ of $[0,1] \cup[2,3]$ such that for every distinct $U_{1}, U_{2} \in \mathcal{U}, U_{1} \cap U_{2}$ is empty.

Discussion topic 3.28. Let $C([0,1])$ be the set of all continuous functions $[0,1] \rightarrow \mathbf{R}$. For $f \in$ $C([0,1])$, define $|f|_{\infty}=\max _{x \in[0,1]}|f(x)|$, which makes sense by the extreme value theorem and Homework 3.11. Show that a version of the triangle inequality holds, namely

$$
|f-h|_{\infty} \leq|f-g|_{\infty}+|g-h|_{\infty}
$$

Discussion topic 3.29. Give examples of the following:

1. A continuous bijection $f:(0,1) \rightarrow \mathbf{R}$, whose inverse is also continuous $\mathbf{R} \rightarrow(0,1)$.
2. A bijection from the set $\mathcal{T}((0,1))$ of open subsets of $(0,1)$ to the set $\mathcal{T}(\mathbf{R})$ of open subsets of $\mathbf{R}$.

Homework 3.30. Let $f:[0,1] \rightarrow[0,1]$ be a continuous, strictly increasing function (that is, if $x<y$, then $f(x)<f(y))$, such that $f(0)=0$ and $f(1)=1$. Show that $f$ is a bijection.
Homework 3.31. Let $f:[0,1] \rightarrow \mathbf{R}$ be continuous and assume that for every $q \in[0,1] \cap \mathbf{Q}$ we have $f(q)=0$. Show that for every $x \in \mathbf{R}, f(x)=0$.
Homework 3.32. Recall from calculus that a local maximum of a function $f:[0,1] \rightarrow \mathbf{R}$ is a point $x \in[0,1]$ such that there is a $\delta>0$, such that if $y \in[0,1]$ and $|x-y|<\delta$ then $f(y)<f(x)$. Show that if $f$ is a continuous function $[0,1] \rightarrow \mathbf{R}$, then $f$ has only finitely many local maxima.

### 3.3 Differentiability

You may recall the formal definitions of the derivative. Informally, of course, the derivative represents the slope of the tangent line to the graph at the point, as approximated better and better by slopes of secant lines.

First, we need the notion of a limit of a function.
Definition 3.33. Let $f: X \rightarrow Y$ be a function between metric spaces, $x_{0} \in X$, and $y_{0} \in Y$. Suppose that for each $\varepsilon>0$, there is a $\delta>0$ such that if $d\left(x, x_{0}\right)<\delta$, then $d\left(f(x), y_{0}\right)<\varepsilon$. Then $y_{0}$ is the limit of $f(x)$ as $x \rightarrow x_{0}$, written

$$
\lim _{x \rightarrow x_{0}} f(x)=y_{0}
$$

We're now ready to define the derivative formally.
Definition 3.34 (Derivative, Differentiable). Let $f:(a, b) \rightarrow \mathbf{R}$, and let $x_{0} \in(a, b)$. Consider the limit

$$
\lim _{x \rightarrow x_{0}} \frac{f(x)-f\left(x_{0}\right)}{x-x_{0}}
$$

If this limit exists, then it is the derivative of $f$ at $x_{0}$, denoted $f^{\prime}\left(x_{0}\right)$. We also say that $f$ is differentiable at $x_{0}$. If $f$ is differentiable at every $x_{0} \in(a, b)$, then $f$ is simply differentiable.

In addition, note that the following limits are equivalent.

$$
\lim _{x \rightarrow x_{0}} \frac{f(x)-f\left(x_{0}\right)}{x-x_{0}}=\lim _{h \rightarrow 0} \frac{f\left(x_{0}+h\right)-f\left(x_{0}\right)}{h}
$$

Proposition 3.35. Let $f:(a, b) \rightarrow \mathbf{R}$ be differentiable at $x_{0} \in(a, b)$. Then $f$ is continuous at $x_{0}$.

Proof. Since $f$ is differentiable at $x_{0}$, the limit

$$
\lim _{x \rightarrow x_{0}} \frac{f(x)-f\left(x_{0}\right)}{x-x_{0}}
$$

exists. Observe that as $x \rightarrow x_{0},\left(x-x_{0}\right) \rightarrow 0$, and so

$$
\lim _{x \rightarrow x_{0}}\left(\frac{f(x)-f\left(x_{0}\right)}{x-x_{0}} \cdot\left(x-x_{0}\right)\right)=0
$$

(We are implicitly using the fact that the limit of a product is the product of the limits, if the limits exists. The proof of this is similar to a previous homework problem and left as an exercise.) Then

$$
\lim _{x \rightarrow x_{0}}\left(f(x)-f\left(x_{0}\right)\right)=0
$$

Finally, $f\left(x_{0}\right)$ is a constant, so

$$
\lim _{x \rightarrow x_{0}} f(x)=f\left(x_{0}\right)
$$

This means $f$ is continuous at $x_{0}$.

Proposition 3.36. Let $f, g:(a, b) \rightarrow \mathbf{R}$ be differentiable at $x_{0}$ and $c, d \in \mathbf{R}$. Then:

1. (Linearity) $c f+d g$ is differentiable at $x_{0}$ and $(c f+d g)^{\prime}\left(x_{0}\right)=c f^{\prime}\left(x_{0}\right)+d g^{\prime}\left(x_{0}\right)$.
2. (Leibniz rule) $f g$ is differentiable at $x_{0}$ and $(f g)^{\prime}\left(x_{0}\right)=f^{\prime}\left(x_{0}\right) g\left(x_{0}\right)+f\left(x_{0}\right) g^{\prime}\left(x_{0}\right)$.
3. (chain rule) For $g$ differentiable at $f\left(x_{0}\right), f \circ g$ is differentiable at $x_{0}$ and $(f \circ g)^{\prime}\left(x_{0}\right)=$ $f^{\prime}\left(g\left(x_{0}\right)\right) g^{\prime}\left(x_{0}\right)$.

Proof. 1. We have

$$
\begin{aligned}
\lim _{x \rightarrow x_{0}} \frac{(c f+d g)(x)-(c f+d g)\left(x_{0}\right)}{x-x_{0}} & =\lim _{x \rightarrow x_{0}} \frac{c f(x)-c f\left(x_{0}\right)}{x-x_{0}}+\frac{d g(x)-d g\left(x_{0}\right)}{x-x_{0}} \\
& =c f^{\prime}\left(x_{0}\right)+d g^{\prime}\left(x_{0}\right) .
\end{aligned}
$$

2. Notice that

$$
\begin{aligned}
(f g)(x)-(f g)\left(x_{0}\right) & =f(x) g(x)-f\left(x_{0}\right) g\left(x_{0}\right) \\
& =f(x) g(x)-f\left(x_{0}\right) g\left(x_{0}\right)+f\left(x_{0}\right) g(x)-f\left(x_{0}\right) g(x) \\
& =\left(f(x)-f\left(x_{0}\right)\right) g(x)+f\left(x_{0}\right)\left(g(x)-g\left(x_{0}\right)\right)
\end{aligned}
$$

Since $g$ is continuous, as $x \rightarrow x_{0}$,

$$
\frac{(f g)(x)-(f g)\left(x_{0}\right)}{x-x_{0}}=\frac{f(x)-f\left(x_{0}\right)}{x-x_{0}} g(x)+f\left(x_{0}\right) \frac{g(x)-g\left(x_{0}\right)}{x-x_{0}} \rightarrow f^{\prime}(x) g(x)+f(x) g^{\prime}(x) .
$$

3. Let $y_{0}=f\left(x_{0}\right)$ and $y=f(x)$. Since $g$ is differentiable, the function

$$
\rho(y)=\frac{g(y)-g\left(y_{0}\right)}{y-y_{0}}-g^{\prime}(y)
$$

has $\rho(y) \rightarrow 0$ as $y \rightarrow y_{0}$. Define $\rho(0)=0$. Then $g(y)-g\left(y_{0}\right)=\left(g^{\prime}(y)+\rho(y)\right)\left(y-y_{0}\right)$, even if $y=y_{0}$. Since $f$ is continuous, $y-y_{0} \rightarrow 0$ as $x \rightarrow x_{0}$. So

$$
\frac{g(y)-g\left(y_{0}\right)}{x-x_{0}}=\left(g^{\prime}(y)+\rho(y)\right) \frac{y-y_{0}}{x-x_{0}} \rightarrow g^{\prime}\left(y_{0}\right) f^{\prime}\left(x_{0}\right)
$$

Proposition 3.37 (first derivative test). Let $f:(a, b) \rightarrow \mathbf{R}$ be differentiable and $f$ let have a local maximum or minimum at $x_{0} \in(a, b)$ (so there is a $\delta>0$ such that $\left|x-x_{0}\right|<\delta$, $\left.f(x) \leq f\left(x_{0}\right)\right)$. Then $f^{\prime}\left(x_{0}\right)=0$.

Proof. We prove this for when $f$ has a local maximum. The proof for local minima is similar.
Since $f$ has a maximum, if $\rho \in(-\delta, \delta)$, then $f\left(x_{0}\right) \geq f\left(x_{0}+\rho\right)$. We can assume (why?) without loss of generality that $\rho>0$. Since $\rho>0$,

$$
\frac{f\left(x_{0}+\rho\right)-f\left(x_{0}\right)}{\rho} \leq 0
$$

This remains true even as $\rho \rightarrow 0$. By continuity of $f$, the claim holds.

Theorem 3.38 (mean value theorem). Let $f:[a, b] \rightarrow \mathbf{R}$ be continuous and let $f$ be differentiable on $(a, b)$. Then there is $a x \in(a, b)$ such that

$$
f^{\prime}(x)=\frac{f(b)-f(a)}{b-a}
$$

Proof. Let

$$
S=\frac{f(b)-f(a)}{b-a}
$$

So $S$ is the slope of the secant line of $f$ through $b$ and $a$. Then $g(x)=f(x)-S x$ is differentiable, hence continuous. Also, $g(a)=g(b)$, namely

$$
g(a)=g(b)=\frac{b f(a)-a f(b)}{b-a} .
$$

By the extreme value theorem, $g$ has a maximum and a minimum.
If $g$ is a constant, then $g^{\prime}=0$ and we can choose any $x \in(a, b)$ since then $f^{\prime}=S$. Otherwise, $\min g<\max g$ and since $g(a)=g(b)$, if $\min g=g(a)$ then $\max g$ is attained somewhere in $(a, b)$. Similarly if $\max g=g(b)$ then $\min g$ is attained somewhere in $(a, b)$. So there is a point $x \in(a, b)$ where $g$ attains its minimum or maximum. Therefore $g$ has a local maximum or local minimum at $x$. So $g^{\prime}(x)=0$ by the first derivative test.

Theorem 3.39 (l'Hospital's rule). Let $f, g:(a, b) \rightarrow \mathbf{R}$ be differentiable such that $f(x) \rightarrow 0$ and $g(x) \rightarrow 0$ as $x \rightarrow b$. Assume that for all $x \in \mathbf{R}, g(x) \neq 0$, and that there is a $L \in \mathbf{R}$ such that

$$
\lim _{x \rightarrow b} \frac{f^{\prime}(x)}{g^{\prime}(x)}=L
$$

Then

$$
\lim _{x \rightarrow b} \frac{f(x)}{g(x)}=L
$$

Proof. Let $\varepsilon>0$. We must find a $\delta>0$ such that $|f(x) / g(x)-L|<\delta$ provided that $x>b-\delta$. Actually, we do have a $\delta$ such that if $x>b-\delta$ then

$$
\left|\frac{f^{\prime}(x)}{g^{\prime}(x)}-L\right|<\frac{\varepsilon}{2} .
$$

For each $x>b-\delta$, let $y(x)>b-\delta$ be so close to $b$ that

$$
|f(y(x))|+|g(y(x))|<\frac{g(x)^{2} \varepsilon}{4|f(x)|+4|g(x)|}
$$

and $2|g(y(x))|<|g(x)|$. Such a $y(x)$ exists because $f \rightarrow 0$ and $g \rightarrow 0$. Then

$$
\begin{aligned}
\left|\frac{f(x)}{g(x)}-L\right| & =\left|\frac{f(x)}{g(x)}-\frac{f(x)-f(y)}{g(x)-g(y)}+\frac{f(x)-f(y)}{g(x)-g(y)}-L\right| \\
& \leq\left|\frac{g(x) f(y)-f(x) g(y)}{g(x)(g(x)-g(y))}\right|+\left|\frac{f^{\prime}(z)}{g^{\prime}(z)}-L\right|<\varepsilon
\end{aligned}
$$

for some $z \in(x, y)$ given by Cauchy's mean value theorem, Exercise 3.45.

### 3.3.1 Exercises

For these exercises, it's okay to use the standard derivative rules $\left(e^{x}\right)^{\prime}=e^{x}, \sin ^{\prime}=\cos$, and $\cos ^{\prime}=-\sin$ (along with the linear, Leibniz, and chain rules we proved above). You might also use Euler's formula, Example 1.4.

Definition 3.40. Let $f: \mathbf{R} \rightarrow \mathbf{R}$ be a function. We say that $f$ is a smooth function if for every $x \in \mathbf{R}$, the higher derivative $f^{(n)}(x)=f^{\prime \prime} \ldots{ }^{\prime}(x)$ ( $n$ primes) exists.

Discussion topic 3.41. Show that the derivative of a polynomial $a_{0}+a_{1} x+\cdots+a_{n} x^{n}$ is $a_{1}+2 a_{2} x+\cdots+n a_{n} x^{n-1}$.
Discussion topic 3.42. Let

$$
f(x)=\exp \left(-\frac{1}{1-x^{2}}\right)
$$

if $x \in(-1,1)$ or $f(x)=0$ otherwise. Show that $f$ is smooth - this isn't obvious at $x=-1$ or $x=1$, but you can use l'Hospital's rule and induction to pull it off.

Definition 3.43. Let $\mathcal{U}$ be an open cover of $[0,1]$. A partition of unity subordinate to $\mathcal{U}$ is a family of smooth functions $f_{U}$, for each $U \in \mathcal{U}$, such that:

1. For every $x \in[0,1], \sum_{U \in \mathcal{U}} f_{U}(x)=1$.
2. For every $x \in[0,1]$ and every $U \in \mathcal{U}$, if $x \notin U$, then $f_{U}(x)=0$.

Discussion topic 3.44. Show that for any open cover $\mathcal{U}$ of $[0,1]$, there is a partition of unity subordinate to $\mathcal{U}$. You are allowed to use Exercise 3.42.
Discussion topic 3.45 (Cauchy's mean value theorem). Let $f, g:[a, b] \rightarrow \mathbf{R}$ be continuous and differentiable on $(a, b)$. Show that there is a $x \in(a, b)$ such that

$$
(f(b)-f(a)) g^{\prime}(x)=f^{\prime}(x)(g(b)-g(a)) .
$$

The proof is basically the same as the mean value theorem.
Discussion topic 3.46 (Cauchy-Riemann equations). The definition of differentiability makes perfect sense for functions $f: \mathbf{C} \rightarrow \mathbf{C}$ and points $z \in \mathbf{C}$ (though $z$ might approach $z_{0}$ from any direction, not just along the real line). If $f: \mathbf{C} \rightarrow \mathbf{C}$ satisfies the above condition, then we say that $f$ is a holomorphic function. Let $f(x+i y)=u(x, y)+i v(x, y)$, where $u: \mathbf{R}^{2} \rightarrow \mathbf{R}$ and $v: \mathbf{R}^{2} \rightarrow \mathbf{R}$ are functions, and $f: \mathbf{C} \rightarrow \mathbf{C}$ is holomorphic. Show that then

$$
\begin{aligned}
\frac{\partial u}{\partial x} & =\frac{\partial v}{\partial y} \\
\frac{\partial u}{\partial y} & =-\frac{\partial v}{\partial x} .
\end{aligned}
$$

Homework 3.47 (second derivative test). Let $f:(a, b) \rightarrow \mathbf{R}$ and assume $f^{\prime}$ is differentiable and $f^{\prime}\left(x_{0}\right)=0$. Show that if $f^{\prime \prime}\left(x_{0}\right)>0$ then $f$ has a local minimum at $x_{0}$ and if $f^{\prime \prime}\left(x_{0}\right)<0$ then $f$ has a local maximum at $x_{0}$.

Homework 3.48. Show that if $f:(a, b) \rightarrow \mathbf{R}$ is continuous and $x_{0} \in(a, b)$, then $\lim _{x \rightarrow x_{0}} f(x)=$ $f\left(x_{0}\right)$.
Homework 3.49. Show that if $f$ is a constant function then $f^{\prime}=0$.
Homework 3.50. Show that there is a continuous function which is not differentiable.
Homework 3.51. Let $f, g:(a, b) \rightarrow \mathbf{R}$ be differentiable at $x_{0}$ and assume $g\left(x_{0}\right) \neq 0$. Show then that

$$
\frac{f^{\prime}}{g}(x)=\frac{f^{\prime}(x) g(x)-f(x) g^{\prime}(x)}{g(x)^{2}} .
$$

Homework 3.52. Show that $\sqrt{x+1}-\sqrt{x} \rightarrow 0$ as $x \rightarrow \infty$.
Homework 3.53. Show that the function $f(x)=e^{x^{3}+1}$ is a bijection $\mathbf{R} \rightarrow(0, \infty)$.

## Chapter 4

## Pathology

Here we will discuss some interesting counterexamples, concerning the lengths of subsets of $\mathbf{R}$. The moral to take away here is that your intuition will often betray you.

### 4.1 The length of Q and $\varepsilon$-management

In previous proofs, we've had to sum up a finite number of $\varepsilon$ s. In order to prove that some quantity $x<\varepsilon$, where $x=x_{1}+\cdots+x_{n}$ and each of the $x_{j}$ could be arbitrarily small, we put $x_{j}<\varepsilon / n$ for each $j$. But this is not always so easy - for example, if we have to work with infinite sums, as we will have to in this example.

Suppose that $U \subseteq \mathbf{R}$ consists of a countable union of open intervals $\left(a_{j}, b_{j}\right)$, and by drawing a picture we can see that the length $\mu$ of $U$ satisfies

$$
\mu(U) \leq \sum_{j=1}^{\infty} b_{j}-a_{j}
$$

Indeed, the length of a single open interval $(a, b)$ is $b-a$, and while the intervals that make up $U$ might overlap, this just means that we will overestimate the length of $U$ by summing their lengths.

In fact, if $A \subseteq U$ is any set, then $\mu(A) \leq \mu(U)$.
Definition 4.1. Let $\mathcal{U}$ be a collection of open intervals $\left(a_{j}, b_{j}\right) \subseteq \mathbf{R}$. If $A \subseteq \bigcup \mathcal{U}$, then we say that $\mathcal{U}$ is an open cover of $A$.

Summarizing the above discussion,
Lemma 4.2 (countable subadditivity). If $A \subseteq \mathbf{R}$ and $\left(a_{1}, b_{1}\right),\left(a_{2}, b_{2}\right), \ldots$ is a countable open cover of $A$, then

$$
\mu(A) \leq \sum_{j=1}^{\infty} \mu\left(\left(a_{j}, b_{j}\right)\right)=\sum_{j=1}^{\infty} b_{j}-a_{j} .
$$

From this, it follows that a wealth of sets will have no length.

Lemma 4.3. Let $A \subseteq \mathbf{R}$ and assume that for every $\varepsilon>0$, there is an open cover $U_{1}, \ldots, U_{j}, \ldots$ of $A$ such that the total length

$$
\sum_{j=1}^{\infty} \mu\left(U_{j}\right)<\varepsilon
$$

Then $\mu(A)=0$.
Proof. By definition of length, $\mu(A) \geq 0$. Assume that $\mu(A)>0$. Then we have an open cover $U_{1}, \ldots, U_{j}, \ldots$ such that $\sum_{j} \mu\left(U_{j}\right)<\mu(A)(\operatorname{taking} \varepsilon=\mu(A))$. So $\mu(A) \leq \sum_{j} \mu\left(U_{j}\right)<$ $\mu(A)$ which is a contradiction.

Theorem 4.4. Let $A \subseteq \mathbf{R}$ be countable. Then $\mu(A)=0$.
Proof. The trick is to "give ourselves a $\varepsilon$ of room," which we "spread into infinitely many pieces" using a convergent sum. We can't spread $\varepsilon$ evenly, since if we divide it up as $\varepsilon / n$ then $\sum_{j} \varepsilon / n=\infty$.

Let $\varepsilon>0$, and let $A=\left\{x_{1}, x_{2}, \ldots\right\}$. For each $x_{j}$, define $a_{j}=x_{j}-\varepsilon / 2^{j+1}$ and $b_{j}=$ $x_{j}+\varepsilon / 2^{j+1}$. Then $b_{j}-a_{j}=\varepsilon / 2^{j}$.

Let us take for granted that

$$
\sum_{j=1}^{\infty} \frac{1}{2^{j}}=1
$$

Since $\left(a_{1}, b_{1}\right), \ldots,\left(a_{j}, b_{j}\right), \ldots$ is clearly an open cover,

$$
\mu(A)<\sum_{j=1}^{\infty} b_{j}-a_{j}=\varepsilon \sum_{j=1}^{\infty} \frac{1}{2^{j}}=\varepsilon .
$$

So $\mu(A)=0$.
Recall that $\mathbf{Q}$ is countable, so we're done. The fact that there is a rational number between every point on the line, yet the total length of the set of rational numbers is 0 , is rather disturbing, no?
Homework 4.5. Show that

$$
\sum_{j=1}^{\infty} \frac{1}{2^{j}}=1
$$

as follows. First, show that

$$
\sum_{j=1}^{n-1} \frac{1}{2^{j}}=\frac{1}{2}\left(\frac{1-(1 / 2)^{n}}{1-1 / 2}\right)=S_{n-1} .
$$

Then, show that $S_{n} \rightarrow 1$ as $n \rightarrow \infty$.

### 4.2 The Cantor set

Here's a rather advanced example. Whenever considering this example, it's important to draw lots of pictures.

Let us define a subset of $\mathbf{R}$, known as the Cantor set, which was clearly named after its discoverer, Henry John Smith.

Start with the unit interval, $[0,1]$, which we shall write as $C_{0}=[0,1]$. Remove its middle third $(1 / 3,2 / 3)$ to get a set $C_{1}=[0,1 / 3] \cup[2 / 3,1]$. Remove the middle thirds of each of the parts of $C_{1},(1 / 9,2 / 9) \cup(7 / 9,8 / 9)$, to get a set $C_{2}=[0,1 / 9] \cup[2 / 9,1 / 3] \cup[2 / 3,7 / 9] \cup[8 / 9,1]$. Iterate this process forever to get a sequence of sets $C_{0}, C_{1}, C_{2} \ldots$ such that

$$
C_{0} \supset C_{1} \supset C_{2} \supset C_{3} \supset \ldots
$$

Definition 4.6. The Cantor set is $C=\bigcap_{n} C_{n}$.
Let us now derive the following seemingly paradoxical family of properties of $C$. First, let us check that the definition isn't completely silly.

Proposition 4.7. $C$ is nonempty.
Proof. $0 \in C_{j}$ for every $j$, since 0 is always an endpoint and so is never part of the deleted middle third, so $0 \in C$.

Then let us show that there are gaps between every point in the Cantor set, yet points in the Cantor set come arbitrarily close to each other. This should remind you somewhat of the behavior of points in $\mathbf{Q}$. To emphasize this bizarre behavior, Charles Pugh and other authors have referred to $C$ as "Cantor dust."

Proposition 4.8. If $x \in C$ and $\varepsilon>0$, then there is a $y \in \mathbf{R}$ such that $y \notin C$ and $|y-x|<\varepsilon$.
Proof. Since $x \in C$, if $j \geq 1$ then there is an interval $[a, b] \subseteq C_{j}$ such that $x \in[a, b]$. On the other hand, if we take $[a, b]$ as large as possible, then $b-a=(1 / 3)^{j}$, as can be checked by induction: if $j=0$ we have $[a, b]=[0,1]$ so $b-a=1=(1 / 3)^{0}$, while if intervals of $C_{j}$ have length $(1 / 3)^{j}$, then intervals of $C_{j+1}$ have length $(1 / 3)^{j+1}$, since they are a third of their "parent" interval in $C_{j}$.

So if $j$ is large enough, $b-a<\varepsilon / 2$, so there is a point $y \in \mathbf{R}$ such that $x-\varepsilon<y<a \leq$ $x \leq b$. If $y$ is large enough, then $y$ will not fall into the next interval before $[a, b]$. So $y \notin C_{j}$, so $y \notin C$.

Proposition 4.9. If $x \in C$ and $\varepsilon>0$, then there is $a y \in C$ such that $x \neq y$ and $|y-x|<\varepsilon$.
Proof. Using the same notation as the previous proof, take $j$ so large that $b-a<\varepsilon / 2$, and put $y=a$. Then $|y-x|<\varepsilon$. Since $y$ is an endpoint of an interval, $y \in C_{k}$ for every $k \geq j$, and since $y \in C_{j}$ we already have $y \in C_{k}$ for every $k \leq j$. So $y \in C$.

Proposition 4.10. There does not exist an open interval $(a, b)$ such that $(a, b) \subseteq C$.
Proof. Since we are being asked to prove that something does not exist, we proceed by contradiction.

Suppose $(a, b) \subseteq C$. Then if $x=(b-a) / 2$, there is a $y \in \mathbf{R}$ such that $y \notin C($ so $y \notin(a, b))$ and $|y-x|<(b-a) / 4$. But then $a<y<b$ so $y \in(a, b)$, which is a contradiction.

But in spite of being "dust," spread sparsely throughout $[0,1], C$ is uncountable.
Proposition 4.11. $C$ is uncountable.
Proof. Let us identify $C$ with another object: the set $2^{\omega}$ of all infinite binary strings. An infinite binary string is a sequence of 0's and 1's, running off forever. For example, the string

$$
\beta=0110101010100101010010100101010 \ldots
$$

could be the start of an infinite binary string. If $\alpha$ is an infinite binary string, we write $\alpha_{j}$ to mean the $j$ th entry in the binary string. For example, in the above string $\beta_{4}=0$.

Given an infinite binary string $\alpha$, we find a point $x(\alpha)$ of $C$, as follows. If $\alpha_{1}=0$, then we start in the left interval $[0,1 / 3]$. Otherwise $\alpha_{1}=1$ and we start in the right interval $[2 / 3,1]$. Then if $\alpha_{2}=0$, we go left, either to $[0,1 / 9]$ if we were already in $[0,1 / 3]$ or $[2 / 3,7 / 9]$ if we were in $[2 / 3,1]$. If $\alpha_{2}=1$, we go right, to $[2 / 9,1 / 3]$ or $[8 / 9,1]$.

We repeat this process forever: if $\alpha_{j}=0$, we go left in $C_{j}$, and if $\alpha_{j}=1$, we go right in $C_{j}$. Since we never leave the Cantor set, we end up with a point $x(\alpha)$ of $C$. On the other, if $\beta \neq \alpha$, say $\beta_{j} \neq \alpha_{j}$, then we take a different turn at $C_{j}$, so $x(\beta) \neq x(\alpha)$. So $x$ is an injection $2^{\omega} \rightarrow C$.
Discussion topic 4.12. Prove that $2^{\omega}$ is uncountable.
If we could count $C$, then we could use the inverse of $x$ to count $2^{\omega}$, which is a contradiction. So $C$ is uncountable.

Homework 4.13. If you know the Schröder-Bernstein theorem (Homework 5.16), and you are brave enough, prove that there is a bijection $C \rightarrow \mathbf{R}$. It's not hard to show that there is an injection $C \rightarrow \mathbf{R}$, so the hard part is to show the opposite direction, but the binary string trick will help with that.
Homework 4.14. Show that the Cantor set $C$ has $\mu(C)=0$, even though $C$ is uncountable. (On the other hand, you might read on Wikipedia about the fat Cantor set $F$, which behaves very similarly to the Cantor set but has $\mu(F)>0$.)

### 4.3 A nonmeasurable set

Is $\mu$ defined for every $A \subseteq \mathbf{R}$ ? This turns out to be a rather touchy question.
The function $\mu$, if it should agree with our intuitive notion of length, should satisfy certain properties:

1. $\mu(A) \geq 0$. (So a set should not have negative length.)
2. Assume that $\mathcal{F}$ is a countable family of disjoint sets. Then if $A=\bigcup \mathcal{F}, \mu(A)=$ $\sum_{F \in \mathcal{F}} \mu(F)$. (So the length of $A$ consists of the lengths of its parts.)
3. Assume that $x \in \mathbf{R}$, and write $A+x=\{a+x: a \in A\}$ (so $A+x$ is just $A$, but shifted to the left by $x$ ). Then $\mu(A)=\mu(A+x)$. (So the length of $A$ is not changed by shifting it.)

If $\mu(A)$ can be defined, then $A$ is said to be a measurable set.
Let's work on the circle $S$. If $\alpha \in \mathbf{R}$, then we can define a map $R_{\alpha}: S \rightarrow S$ by rotating $S$ by $2 \pi \alpha$.

Definition 4.15. The orbit of a point $x \in S$ by $R_{\alpha}$ is

$$
O_{\alpha}(x)=\left\{R_{n \alpha}(x): n \in \mathbf{Z}\right\} .
$$

The orbit of $x$ is the set of all points that $x$ will end up at if we repeated rotate the circle by $\alpha$ or $-\alpha$.
Discussion topic 4.16. If $\alpha$ is irrational, then:

1. $O_{\alpha}(x)$ is countable and infinite.
2. The family of sets

$$
\mathcal{F}=\left\{O_{\alpha}(x): x \in S\right\}
$$

is uncountable and disjoint, and $\bigcup \mathcal{F}=S$.
Theorem 4.17. If $P \subset S$ contains exactly one point from each element of $\mathcal{F}$, then $P$ is nonmeasurable.

Proof. Suppose that $P$ is measurable, so $\mu(P)$ is defined. Let $R_{n \alpha}(P)$ denote the rotation of $P$ by $R_{n \alpha}$, so by the assumptions on $\mu$ we have $\mu\left(R_{n \alpha}(P)\right)=\mu(P)$. By the above exercise,

$$
\mu(S)=\sum_{n=-\infty}^{\infty} R_{n \alpha}(P)=\sum_{n=-\infty}^{\infty} \mu(P)
$$

If $\mu(P)=0$, then $\mu(S)=0$, which is a contradiction. Otherwise $\mu(P)>0$, but then $\mu(S)=\infty$, which is also a contradiction.

But does $P$ exist? Consider the following reasonable-sounding statement:
Axiom 4.18 (axiom of choice). Let $\mathcal{F}$ be a family of sets. There is a set $Q$ such that, for each $F \in \mathcal{F}$, there is exactly one $f \in F$ such that $f \in Q$.

The set $Q$ was constructed by "choosing" an $f$ from each $F$, and putting it in $Q$. This statement cannot be proven from the properties of sets we discussed early on, and is a bit contentious. But most mathematicians are content to assume that the axiom of choice is true, and we've even stealthily been using it all along!

## Chapter 5

## Additional practice

Here are some more fun exercises that we might do in class or assign as homework, which use multiple techniques from the above sections. They're a bit harder than what we've done so far, though.

### 5.1 Transfinite induction

Let's generalize the principle of induction. Before doing so, though, you might want to review the proof of Theorem 1.59, which said that $\mathbf{N}$ admitted induction precisely because $\mathbf{N}$ was well-ordered.

Throughout this section, we take $0 \in \mathbf{N}$.
Definition 5.1. A chain is a set $X$ equipped with a binary relation $<$, such that for every $x_{1}, x_{2}, x_{3} \in X$ :

1. If $x_{1} \neq x_{2}$, either $x_{1}<x_{2}$ or $x_{2}<x_{1}$.
2. If $x_{1}<x_{2}$ and $x_{2}<x_{3}$, then $x_{1}<x_{3}$.
3. It is not true that $x_{1}<x_{1}$.

Homework 5.2. Show that $\mathbf{Q}$ is a chain with $<$, but if $X$ has at least 2 elements, then $\mathcal{P}(X)$ is not a chain with $\subset$. Come up with another example of a chain, and another non-example.

Definition 5.3. An ordinal is a chain $\alpha$ such that for every subset $A$ of $\alpha, A$ has a least element.

Homework 5.4. Show that neither $\mathbf{Q}$ nor $\mathcal{P}(X)$ is an ordinal. But show that $\mathbf{N}$ is an ordinal, and the set $\mathbf{N} \cup\{\omega\}$, where $\omega$ is an element which is greater than every $n \in \mathbf{N}$, is an ordinal. Homework 5.5. Show that if $\alpha$ is an ordinal and $\beta \in \alpha$, the set of all $\gamma<\beta$ is an ordinal as well.

So if $\beta \in \alpha$, we also write $\beta$ to mean the set of all $\gamma<\beta$. For example, $\omega$ is an ordinal (and in fact $\omega=\mathbf{N}$ ). Similarly, 6 is an ordinal, consisting of $0,1, \ldots, 5$.

Definition 5.6. Let $\alpha$ be an ordinal and $\beta \in \alpha$.

1. If there is a $\gamma<\beta$ such that $\beta$ is the smallest element of $\alpha$ which is greater than $\gamma$, we call $\beta$ the successor of $\gamma$ and write $\beta=\gamma+1$.
2. If $\beta$ is the least element of $\alpha$, we say that $\beta=0$.
3. Otherwise, we say that $\beta$ is a limit.

Homework 5.7. Let $2 \omega=\mathbf{N} \cup\{\omega, \omega+1, \omega+2, \ldots\}$. What are the limits of $2 \omega$ ?
Homework 5.8 (principle of transfinite induction). Let $\alpha$ be an ordinal, and let $P(\beta)$ be a property that elements $\beta \in \alpha$ can have. Suppose that:

1. (Zero stage) $P(0)$ is true.
2. (Successor stages) If $P(\beta)$ is true, then $P(\beta+1)$ is true.
3. (Limit stages) If $\beta$ is a limit, and for every $\gamma<\beta, P(\gamma)$ is true, then $P(\beta)$ is true.

Show that for every $\beta \in \alpha, P(\beta)$ is true.
Definition 5.9. Fix an ordinal $\kappa$. Define the beth numbers

1. $\beth_{0}$ is the cardinality of $X_{0}=\mathbf{N}$.
2. If $\beth_{\alpha}$ is the cardinality of a set $X_{\alpha}$, let $\beth_{\alpha+1}$ denote the cardinality of the set $X_{\alpha+1}=$ $\mathcal{P}\left(X_{\alpha}\right)$.
3. If $\alpha$ is a limit and for every $\beta<\alpha, \beth_{\beta}$ is the cardinality of a set $X_{\beta}$, let $X_{\alpha}=\bigcup_{\beta<\alpha} X_{\beta}$ and let $\beth_{\alpha}$ be the cardinality of $X_{\alpha}$.

Write $\beth_{\beta}<\beth_{\alpha}$ iff $X_{\beta}$ has a smaller cardinality than $\beta_{\alpha}$.
Homework 5.10. Show that if $\alpha, \beta \in \kappa, \beta<\alpha$ iff $\beth_{\beta}<\beth_{\alpha}$. (Hint: Transfinite induction.
You'll have to use Cantor's diagonal argument for successor stages, but you'll want to take unions at limit stages.)

### 5.2 Cardinality

Homework 5.11. Let $\mathcal{F}$ be a countable family of countable sets. Show that the union of all the sets in $\mathcal{F}$ is countable.

Definition 5.12. Let $P(\mathbf{Z})$ denote the set of polynomials with integer coefficients, i.e. functions $f: \mathbf{C} \rightarrow \mathbf{C}$ given by

$$
f(z)=a_{0}+a_{1} z+a_{2} z^{2}+\cdots+a_{n} z^{n},
$$

for some $n \in \mathbf{N}$ (which we call the order of $f$ ) and some $a_{0}, \ldots, a_{n} \in \mathbf{Z}$. We let $P_{n}(\mathbf{Z})$ be the set of polynomials of order $n$.

Homework 5.13. Show that there is a bijection $P_{n}(\mathbf{Z}) \rightarrow \mathbf{Z}^{n+1}$.

Definition 5.14. Let $\mathbf{A}$ denote the set of algebraic numbers, i.e. numbers $z \in \mathbf{C}$ such that there is a $f \in P(\mathbf{Z})$ such that $f(z)=0$.

Homework 5.15. Show that A is countable.
Homework 5.16 (Schröder-Bernstein theorem). Let $f: X \rightarrow Y$ and $g: Y \rightarrow X$ be injective functions. Prove that $X$ and $Y$ have the same cardinality. If you are brave, you can try to prove it on your own, but you might also try filling in the following proof by Kőnig.

Proof sketch. There are sets $\tilde{X}$ and $\tilde{Y}$ and bijections $X \rightarrow \tilde{X}$ and $Y \rightarrow \tilde{Y}$, such that $\tilde{X} \cap \tilde{Y}=\emptyset$. Then there are injections $\tilde{f}: \tilde{X} \rightarrow \tilde{Y}$ and $\tilde{g}: \tilde{Y} \rightarrow \tilde{X}$. Replacing $X$ with $\tilde{X}$ and $Y$ with $\tilde{Y}$, we can assume that $X \cap Y=\emptyset$.

Now consider the sequence, possibly infinite in both directions, given by

$$
\cdots \mapsto f^{-1}\left(g^{-1}(x)\right) \mapsto g^{-1}(x) \mapsto x \mapsto f(x) \mapsto g(f(x)) \mapsto f(g(f(x))) \mapsto \cdots .
$$

If we go back far enough, the preimages might stop being well-defined (why?) so the sequence might stop to the left on an element of $X$ or an element of $Y$.

There is a family $\mathcal{F}$ of sets such that if $A, B \in \mathcal{F}, A \cap B=\emptyset$, and $\cup \mathcal{F}=X \cup Y$. Because of properties of the infinite sequence above, for each $A \in \mathcal{F}$ there is a bijection $A \cap X \rightarrow A \cap Y$. So there is a bijection $X \rightarrow Y$.

Homework 5.17. Let $X$ be any set. Show that $X$ is infinite iff $X$ has the same cardinality as $X \times X$.

You should not attempt the remaining exercises until you have completed the section on transfinite induction.

Homework 5.18. Let $\kappa$ be any ordinal, and $\alpha \in \kappa$. Show that there is a set of cardinality $\beth_{\alpha}$. (Proof: transfinite induction.)

You might wonder if every infinite set has cardinality $\beth_{\alpha}$ for some ordinal $\alpha$. This problem is known as the (generalized) continuum hypothesis, and it turns out that it is impossible to prove this either true or false from the assumptions most mathematicians make.

Definition 5.19. Let $k \in \mathbf{N}$. The infinite $k$-ary tree is the tree $T_{k}$ such that every vertex of $T_{k}$ has exactly $k$ children.

Definition 5.20. Let $C^{0}=[0,1]$. Assume that $C^{n}$ is already defined, and define $C^{n+1}$ by removing the middle thirds of each segment in $C^{n}$; so $C^{1}=[0,1 / 3] \cup[2 / 3,1], C^{2}=$ $[0,1 / 9] \cup[2 / 9,1 / 3] \cup[2 / 3,7 / 9] \cup[8 / 9,1]$, and so on. The Cantor set is the intersection $C=\bigcap_{n} C^{n}$.

Homework 5.21. Show that the following sets all have cardinality $\beth_{1}$.

1. The real numbers $\mathbf{R}$.
2. The complex numbers $\mathbf{C}$.
3. The set of all paths through the infinite $k$-ary tree $T_{k}$, for every $k \geq 2$.
4. The Cantor set $C$.
5. The power set $\mathcal{P}(X)$, for any countable, infinite set $X$.
(Hint: First show that $T_{2}, C$, and $\mathcal{P}(\mathbf{N})$ all have the same cardinality. By definition, the cardinality of $\mathcal{P}(\mathbf{N})$ is $\beth_{1}$. There's an easy bijection $\mathbf{R} \times \mathbf{R} \rightarrow \mathbf{C}$. Show that the choices of $k$ and $X$ in the definitions of $T_{k}$ and $\mathcal{P}(X)$ don't affect cardinality. Then use the SchröderBernstein theorem on injections $\mathbf{R} \rightarrow \mathcal{P}(\mathbf{N})$ and $C \rightarrow \mathbf{R}$.)

### 5.3 Combinatorics

Combinatorics is the study of counting quantities, especially along graphs and trees.
Recall that

$$
\binom{n}{k}=\frac{n!}{k!(n-k)!} .
$$

Homework 5.22. Show that for every $n, k \in \mathbf{N},\binom{n}{k}$ is the number of subsets of cardinality $k$ of a set of $n$ elements.
Homework 5.23 (Pascal's formula). Show that for every $n, k \in \mathbf{N}$,

$$
\binom{n-1}{k}+\binom{n-1}{k-1}=\binom{n}{k}
$$

Homework 5.24 (binomial theorem). Show that for any $x, y \in \mathbf{R}$ and $n \in \mathbf{N}$,

$$
(x+y)^{n}=\sum_{k=0}^{n}\binom{n}{k} x^{k} y^{n-k} .
$$

Homework 5.25. Suppose that six people are at a party. If they are meeting for the first time, we'll call them strangers; if they've met them before, we'll call them friends. Show that for each individual at the party, either he must have three friends or three strangers.
Homework 5.26 (Ramsey's friendship theorem). Suppose that six people are at a party. Show that at least three of the partygoers are strangers to each other, or otherwise at least three of the partygoers are mutual friends.
Homework 5.27 (Hall's marriage theorem). Suppose that the king wants to marry off each of his sons to a princess, and each of the princes only wants to marry a princess he has already met. Prove that the following are equivalent:

1. The king can marry each of his sons to an acquaintance.
2. For any set $P$ of princesses, the number of princes at least one of the princesses in $P$ has met is as least as big as the number of princesses, $|P|$.

If you get stuck, you might try rephrasing this into a problem about injective functions. One of the directions is easy, and for the other, you can use induction.

### 5.4 Metric spaces

Metric spaces are an extension of the notion of a set, which allows us to talk about the distance between points in the set. This section should not be attempted until you have completed the chapter on advanced calculus.
Definition 5.28 (metric space). A metric space is an ordered pair $(X, d)$, where $X$ is a set and $d: X \times X \rightarrow \mathbf{R}$ is a metric, which is a function that satisfies the following properties:

1. $d(x, y) \geq 0$
2. $d(x, y)=0 \Longleftrightarrow x=y$
3. $d(x, y)=d(y, x)$
4. $d(x, z) \leq d(x, y)+d(y, z)$

Property (1) asserts that distances should be nonnegative, while property (2) asserts that the distance from a point to itself should be zero. Property (3) is called symmetry, while property (4) is called the Triangle Inequality.
Discussion topic 5.29. Show that property (1) is unnecessary: properties (2), (3), and (4) of a metric space already imply property (1).
Discussion topic 5.30. Show that $\mathbf{R}^{n}=\mathbf{R} \times \cdots \times \mathbf{R}$ ( $n$ copies) is a metric space with

$$
d(x, y)=\sqrt{\left|y_{1}-x_{1}\right|^{2}+\ldots\left|y_{n}-x_{n}\right|^{2}} .
$$

Discussion topic 5.31. Show that $(0, \infty)$ is a metric space with $d(x, y)=|\log (y / x)|$.
Discussion topic 5.32. Show that for any set $X, X$ is a metric space with the metric $d(x, y)=$ 1 if $y \neq x$ and $d(x, x)=0$.
Definition 5.33. Let $(X, d)$ be a metric space, $x \in X$ and $\varepsilon>0$. The open ball around $x$ of radius $\varepsilon$ is

$$
B(x, \varepsilon)=\{y \in X: d(x, y)<\varepsilon\} .
$$

The closed ball is

$$
\bar{B}(x, \varepsilon)=\{y \in X: d(x, y) \leq \varepsilon\} .
$$

Definition 5.34. Let $(X, d)$ be a metric space and $A \subseteq X$. Say that $x \in A$ is a limit point of $A$ if for every $\varepsilon>0$, the open ball $B(x, \varepsilon)$ contains a point $y \in A$ such that $x \neq y$.
Discussion topic 5.35. Let $X=\{1 / n: n \in \mathbf{N}\}$. Show that 0 is a limit point of $X$.
Discussion topic 5.36. If $x$ is a limit point of $A \subseteq X$, then show that every open ball around $x$ contains infinitely many points of $A$.
Discussion topic 5.37. Show that a finite set has no limit points.
Definition 5.38. Let $A \subseteq X$. Say that $x \in A$ is a interior point of $A$ if there is a $\delta>0$ such that the open ball $B(x, \delta) \subseteq A$.
Definition 5.39. Let $A \subseteq X$. Say that $A$ is open if every point of $A$ is an interior point of $A$. Say that $A$ is closed if every limit point of $A$ is a point of $A$.

Discussion topic 5.40. Show that every open ball is an open set.
Discussion topic 5.41. Show that $E \subseteq X$ is open iff $X \backslash E$ is closed. (Hint: contradiction in both directions.)

## $5.5 \quad p$-adic analysis

These exercises should not be attempted by a student who has not learned about metric spaces and fields yet. Let $p$ be a prime number.
Homework 5.42. For any nonzero $x \in \mathbf{Q}$, show that there is a unique $n \in \mathbf{Z}$ such that $x=p^{n}(a / b)$ where neither $a$ nor $b$ are divisible by $p$.

Definition 5.43. The $p$-adic norm is defined as follows: $|0|_{p}=0$, and if $x \neq 0$ is rational, then $|x|_{p}=p^{-n}$, where $n$ is given by Homework 5.42.

Homework 5.44. For $x \in \mathbf{Q}$, show that there are primes $p_{1}, \ldots, p_{n}$ and integers $a_{1}, \ldots, a_{n}$ such that $x=p_{1}^{a_{1}} \ldots p_{n}^{a_{n}}$.

Definition 5.45. An ultrametric on a set $X$ is a metric $d$ such that for every $a, b, c \in X$,

$$
d(x, z) \leq \max (d(x, y), d(y, z))
$$

the isoceles triangle inequality.
Homework 5.46. For $x, y \in \mathbf{Q}$, let $d_{p}(x, y)=|x-y|_{p}$. Show that $d_{p}$ is an ultrametric.
Definition 5.47. A Cauchy sequence is a sequence of rational numbers $x_{1}, \ldots$ such that for every $\varepsilon>0$ there is a $N>0$ such that if $n_{1}, n_{2}>N$ then $d\left(x_{n_{1}}, x_{n_{2}}\right)<\varepsilon$. Two Cauchy sequences $x_{1}, \ldots$ and $y_{1}, \ldots$ are Cauchy equivalent if for every $\varepsilon>0$ there is a $N>0$ such that if $n>N$ then $d\left(x_{n}, y_{n}\right)<\varepsilon$.

Homework 5.48. Show that a constant sequence is Cauchy. Find an example of a Cauchy sequence which does not converge to any element of $\mathbf{Q}$.
Homework 5.49. Show that Cauchy equivalence is a equivalence relation, and that there is a set $\mathbf{Q}_{p}$ containing exactly one Cauchy sequence from each Cauchy equivalence class.

Definition 5.50. An element of $\mathbf{Q}_{p}$ is called a p-adic number.
Homework 5.51. Think of a way to define field operations on $\mathbf{Q}_{p}$ and a morphism of fields $\mathbf{Q} \rightarrow \mathbf{Q}_{p}$. (Do not actually prove that $\mathbf{Q}_{p}$ is a field.)

### 5.6 Computability

Here are some exercises that would be best for someone with programming experience.
Definition 5.52. Say that $x \in \mathbf{R}$ is a computable number if there is a computer program which takes in a number $n \in \mathbf{N}$ and returns the $n$th digit of $x$. Otherwise, say that $x$ is uncomputable.

Homework 5.53. Show that there is an uncomputable number.
Homework 5.54. Prove that $\mathbf{Q}$ is countable using computability. Which proof of the countability of $\mathbf{Q}$ do you prefer?

Definition 5.55. Let $f: X \rightarrow Y$ be a function. $f$ is said to be a computable function if there is a computer program which takes elements $x \in X$ as input and returns $f(x)$ as output.

To show that a function is computable, all you have to do is write a computer program which computes it. But to show that a function is not computable, a useful strategy is contradiction. It's especially common to show that if a function were computable, then it would be possible to solve the halting problem, which we already showed is false.
Homework 5.56. For each $n \in \mathbf{N}$, let $P(n)$ be the prime factorization of $n$. Show that $P$ is computable.
Homework 5.57. Recall that for any pair $(n, p) \in \mathbf{N} \times \mathbf{N}$, there is a pair $(k, \ell) \in \mathbf{N} \times \mathbf{N}$ such that $n^{k}-n^{\ell}$ is divisible by $p$. Let $F(n, p)$ be the function which returns the least such $k$ and $\ell$. Is $F$ computable?

Definition 5.58. Given a string $F$, define the Kolmogorov complexity of $F, K(F)$, to be the file size of the code of the shortest program (in a given programming language) which outputs $F$.

Homework 5.59. Show that for every $N \in \mathbf{N}$, there is a string $S(N)$ such that $K(S(N)) \geq N$. Moreover, show that if $K$ is computable, then $S$ is computable.
Homework 5.60. Show that it cannot be the case that both $K$ and $S$ are computable; conclude that $K$ is not computable.

### 5.7 Fermat's last theorem

This section should not be attempted until you've learned about fields. It's probably a lot harder than the other sections!

Fermat's little theorem should not be confused with the following theorem.
Theorem 5.61 (Fermat's last theorem). Let $a, b, c, n \in \mathbf{N}$. If $a, b, c \geq 1$ and $n \geq 3$, then $a^{n}+b^{n} \neq c^{n}$.

Even though its statement is so simple, Fermat's last theorem is considered one of the most difficult theorems to prove in mathematics, and was finally proven by Sir Andrew Wiles, building on the work of Ken Ribet and many others.

Let's prove a very special case of Fermat's last theorem: when $n=4$. In this case, rewrite the equation as $c^{4}-b^{4}=\left(a^{2}\right)^{2}$. So we just need to prove that the equation $x^{4}-y^{4}=z^{2}$ has no solutions if $x, y, z \geq 1$. Actually, it will be more convenient to rewrite this equation as

$$
\left(x^{2}+y^{2}\right)\left(x^{2}-y^{2}\right)=z^{2} .
$$

Homework 5.62. Show that without loss of generality, we can assume that $\operatorname{gcd}(x, y)=1$. Under this assumption, show that either $\operatorname{gcd}\left(x^{2}+y^{2}, x^{2}-y^{2}\right)=1$, or $x$ and $y$ are odd while $z$ is even.
Homework 5.63. If $x$ and $y$ are odd while $z$ is even, show that there are numbers $0<e<$ $d<x$ such that $x^{2} y^{2}=d^{4}-e^{4}$ and that $\operatorname{gcd}(d, e)=1$. Why does this cause a contradiction?

Homework 5.64. If $\operatorname{gcd}\left(x^{2}+y^{2}, x^{2}-y^{2}\right)=1$, show that there are odd numbers $s$ and $t$ such that $s^{2}=x^{2}+y^{2}$ and $t^{2}=x^{2}-y^{2}$ and such that $\operatorname{gcd}(s, t)=1$.
Homework 5.65. Let $u=(s+t) / 2$ and $v=(s-t) / 2$. Show that $u, v$ are integers and $\operatorname{gcd}(u, v)=1$. Use this to show that there are integers $g, h$ such that $g^{2}=u$ and $h^{2}=v$.
Homework 5.66. Find an integer $k$ such that $g^{4}-h^{4}=k^{2}$ or else $h^{4}-g^{4}=k^{2}$; and such that $0<g<d<x$, causing a contradiction.

### 5.8 Fundamental theorem of algebra

This section shouldn't be attempted until completing the chapters on fields and on advanced calculus.

You can use the following theorem without proof. It will be proven in Math 185.
Theorem 5.67 (Liouville). Let $f: \mathbf{C} \rightarrow \mathbf{C}$ be a holomorphic function (c.f. Definition 2.14). If there is a $C>0$ such that for every $z \in \mathbf{C},|f(z)| \leq C$, then $f$ is a constant function.

Homework 5.68. Show that if $p: \mathbf{C} \rightarrow \mathbf{C}$ is any polynomial, then there is a $z_{0} \in \mathbf{C}$ such that for every $z \in \mathbf{C},\left|p\left(z_{0}\right)\right| \leq|p(z)|$.
Homework 5.69 (fundamental theorem of algebra). Show that $\mathbf{C}$ is algebraically closed.
Homework 5.70. Show that if $p: \mathbf{C} \rightarrow \mathbf{C}$ is a polynomial, then there are linear polynomials $p_{1}, \ldots, p_{n}$ such that $p=p_{1} \ldots p_{n}$. (Hint: induction.)

Homework 5.71. Show that $\mathbf{C}$ is a simple extension of $\mathbf{R}$.
Definition 5.72. Let $k$ be a field, and let $F$ be a simple extension of $k$. If, for every simple extension $E$ of $k$ of finite degree, $E \subseteq F$, we say that $F$ is an algebraic closure of $k$.

Homework 5.73. Show that if $k$ has an algebraic closure, then it is unique up to isomorphism. (So we are justified in talking about "the" algebraic closure, $\bar{k}$, of $k$.)

Homework 5.74. Show that $\mathbf{C}$ is the algebraic closure of $\mathbf{R}$.
Homework 5.75. If you've taken Math 54, show that if $A \in \mathbf{R}^{n \times n}$ is a matrix, then there is a $\lambda \in \mathbf{C}$ and a nonzero vector $v \in \mathbf{C}^{n}$ such that $A v=\lambda v$, i.e. an eigenvector. (Hint: look at the characteristic polynomial $\chi_{A}(z)=\operatorname{det}(A-z I)$.)

### 5.9 Binary structures

This shouldn't be attempted until completing the chapter on fields.
Definition 5.76. Let $(X, \sharp)$ and $(Y, b)$ be binary structures. An isomorphism of binary structures is a bijection $\varphi: X \rightarrow Y$ such that

$$
\varphi\left(x_{1}\right) b \varphi\left(x_{2}\right)=\varphi\left(x_{1} \sharp x_{2}\right)
$$

for every $x_{1}, x_{2} \in X$. If an isomorphism exists, then we say that $(X, \sharp)$ and $(Y, b)$ are isomorphic.

Homework 5.77. Show that $(\mathbf{R},+)$ and $((0, \infty), \cdot)$ are isomorphic.
Homework 5.78. Define a binary structure $(\mathbf{N}, *)$ by $a * b=a^{2 b}$. Is $*$ commutative or associative?

Definition 5.79. Let $(X, *)$ be a binary structure. An idempotent of $*$ is an $x \in X$ such that $x * x=x$.

Homework 5.80. Let $(X, *)$ be a binary structure. Let $Y$ be the set of all idempotents of $*$ in $X$. Is $(Y, *)$ a substructure?

Definition 5.81. The cross product of two vectors $x=\left(x_{1}, x_{2}, x_{3}\right)$ and $y=\left(y_{1}, y_{2}, y_{3}\right)$ in $\mathbf{R}^{3}$ is given by

$$
x \times y=\left(x_{2} y_{3}-x_{3} y_{2}, x_{1} y_{3}-x_{3} y_{1}, x_{1} y_{2}-x_{2} y_{1}\right)
$$

Homework 5.82. Show that $\times$ is neither commutative nor associative, but does satisfy anticommutativity, namely $x \times y+y \times x=0$, and satisfies Jacobi's identity,

$$
x \times(y \times z)+y \times(x \times z)+z \times(x \times y)=0 .
$$

Definition 5.83. Define the special orthogonal algebra $\mathfrak{s o}(3)$ to be the binary structure of all $3 \times 3$ matrices of the form

$$
\left[\begin{array}{ccc}
0 & a & b \\
-a & 0 & c \\
-b & -c & 0
\end{array}\right]
$$

under the operation $[A, B]=A B-B A$.
Homework 5.84. Show that the function

$$
\begin{aligned}
\mathfrak{s o}(3) & \rightarrow \mathbf{R}^{3} \\
{\left[\begin{array}{ccc}
0 & a & b \\
-a & 0 & c \\
-b & -c & 0
\end{array}\right] } & \mapsto(a, b, c)
\end{aligned}
$$

is an isomorphism $(\mathfrak{s o}(3),[\cdot, \cdot]) \rightarrow\left(\mathbf{R}^{3}, \times\right)$.
Homework 5.85. Define the Heisenberg group, the binary structure $(H, \cdot)$ of all matrices of the form

$$
\left[\begin{array}{lll}
1 & a & c \\
0 & 1 & b \\
0 & 0 & 1
\end{array}\right]
$$

under multiplication. Show that $(H, \cdot)$ is isomorphic to the binary structure $\left(\mathbf{R}^{3}, *\right)$, where $\mathbf{R}^{3}=\mathbf{R} \times \mathbf{R} \times \mathbf{R}$ and $(a, b, c) *(x, y, z)=(a+x, b+y, c+z+a y)$. Is $(H, \cdot)$ isomorphic to (so(3), $[\cdot, \cdot])$ ?
Definition 5.86. Let $(X, \sharp)$ be a binary structure. Say that $(X, \sharp)$ is cyclic if there is an element $x_{0} \in X$ such that for every $x \in X$, we can write $x=x_{0} \sharp x_{0} \sharp \ldots \sharp x_{0}$ (for some number of copies of $x_{0}$ ).
Homework 5.87. Show that cyclicity is an invariant: if $(X, \sharp)$ is cyclic and $(X, \sharp)$ is isomorphic to $(Y, b)$, then $(Y, b)$ is cyclic.
Homework 5.88. Show that $(\mathbf{Q},+)$ is not isomorphic to $(\mathbf{Z},+)$.
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[^0]:    ${ }^{1}$ Amusing aside, for those who have taken Math 54: we can define vector spaces whose vectors are elements of $\mathbf{Q}$ instead of $\mathbf{R}$. (Actually, we can define vector spaces over any field whatsoever.) For example, $\mathbf{Q}^{3}$ is the set of three-dimensional vectors whose coordinates are rational numbers. We can define vector spaces to have any cardinality as their dimension, not just elements of $\mathbf{N}$. Then as vector spaces, $\mathbf{R}$ and $\mathbf{C}$ are both isomorphic to the vector space $\mathbf{Q}^{\mathfrak{c}}$ for a certain cardinality $\mathfrak{c}$, so $\mathbf{R}$ and $\mathbf{C}$ are isomorphic to each other as $\mathbf{Q}$-vector spaces.

[^1]:    ${ }^{2}$ It turns out that Zorn's lemma is true if and only if the axiom of choice, Axiom ?? is. So you can use Zorn's lemma to prove the existence of nonmeasurable sets.

